ABSTRACT: Atmospheric and oceanic reanalyses are used widely by the climate science community. These products provide full three-dimensional state fields and gapless time series, along with the confidence of being constrained by observational measurements, for atmospheric scientists and oceanographers to use in analyses of the climate system. However, as ubiquitous as reanalysis data are, it is not often considered how a scarcity of measurements in certain poorly observed regions, or over the course of a long period of time in which the observational system has changed significantly, impacts the realism of the data. This study explores this question using tropical surface pressures from the Twentieth Century Reanalysis to hindcast an index of the Madden–Julian Oscillation (MJO) over the 20th century. We show that by changing the choice of surface pressure predictor locations, and being aware of the observational measurements that have been assimilated by the reanalysis system, it is possible to control the estimated centennial-scale trend in MJO activity from nearly zero to an increase of 30% over the 20th century. We emphasize that this is an apparent trend as it arises solely from the use of reanalyzed surface pressures from locations that have either been poorly observed or have experienced significant changes in the observing system over the 20th century. This highlights the need to be aware of the observational measurements (or lack of them), particularly their density in space and time, that have been assimilated by a reanalysis system.
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assimilation and numerical models can be thought of as advanced interpolation methods (using our mathematical understanding of atmosphere and ocean dynamics) in time, space, and between geophysical parameters. Without such schemes, one has to revert to more simple schemes, e.g. linear interpolation, which assumes bit-wise linear data structures.

Both interpretations of a reanalysis given above are correct and allow us to understand the strengths and limitations of these products. One very important limitation is that if a reanalysis system is lacking observations for a particular period of time, or region of space, it will still provide an estimation of the full three-dimensional state of the atmosphere and/or ocean. (This could rightly be considered a feature, but for the purposes of this study, it is considered a limitation.) However, according to the first interpretation, a lack of observations implies that the underlying model is no longer being constrained by them, and the output is simply that of a free-running numerical model. (Note that even freely running numerical models are subject to boundary forcing, or background fields to which the model state is relaxed, and these may strongly constrain certain aspects of the variability in a way that is not strictly free.) Similarly, according to the second interpretation, interpolation and extrapolation schemes cannot cope with a complete lack of observations, and the model will relax to a state that is consistent with observations in other locations and the model’s physics, but one that is not necessarily the true state of the system.

Clearly, it is important to consider the limitations of a reanalysis system when the spatial and temporal density of observations is very low. Previous studies have shown that changes to the observing system (i.e. changes to the frequency and/or locations of observations) have led to a spurious positive trend in sea level pressure in the Southern Hemisphere in the NCEP/NCAR Reanalysis (Hines et al., 2000; Marshall and Harangozo, 2000), trends in Antarctic geopotential height and air temperature in the NCEP/NCAR Reanalysis (Marshall, 2002), and a warming trend in the lower troposphere in the ERA-40 reanalysis (Bengtsson et al., 2004). This study reconstructs the variability of the Madden–Julian Oscillation (MJO) over the 20th century using surface pressures from the Twentieth Century Reanalysis (20CR), as done by Oliver and Thompson (2012), and demonstrates the implications of ignoring density of observations assimilated by the system. In doing so, we propose a method of overcoming this limitation by taking into account the density of assimilated observations in time and space.

2. Data and methods

The MJO is the dominant mode of intraseasonal atmospheric variability in the tropics (Madden and Julian, 1971, 1972, 1994; Wheeler and Hendon, 2004; Zhang, 2005). It consists of a region of deep convection, typically originating over the Indian Ocean, which then propagates eastward roughly following the equator. Strongly associated with the MJO are variations in cloud cover, precipitation, zonal wind in the lower and upper troposphere, and surface pressure. The temporal variability of the MJO is broad-banded with most energy on intraseasonal time scales between periods of about 30–90 days. We use the Wheeler and Hendon (2004) index to characterize the MJO. This bivariate index is based on the first two principal components of a multivariate combination of tropical outgoing longwave radiation and zonal wind at 200 and 850 hPa. We use daily values of the index over the 1979–2008 period, obtained from the Australian Bureau of Meteorology website (http://cawcr.gov.au/staff/mwheeler/maproom/RMM/). We have low-pass filtered the MJO index with a cutoff period of 10 days. This filtered index is denoted by \( I^{WH} \) and hereafter referred to as ‘the MJO index’. We also calculated (1) the MJO amplitude, defined as the square root of the sum of the squares of the two components of the index, which is a measure of the strength of MJO activity, and (2) the MJO phase, defined as the angle of the two components of the index in phase space, discretized into eight integer values (Wheeler and Hendon, 2004).

The 20CR (Compo et al., 2011) provides three-dimensional fields of the estimated atmospheric state from 1871 to the present. The reanalysis system uses a 56-member ensemble Kalman smoother and only assimilates surface and sea level pressures, sea surface temperature, and sea ice distribution in order to maintain a more constant observational system over the entire analysis period. This avoids, for example, potential shocks induced by the introduction of satellite data during the late 20th century. Daily fields of the ensemble mean and ensemble spread of surface pressure \( (p \) and \( \Delta p \), respectively) on a 2°-resolution grid were obtained from 20CR (V2c) over the 1905–2008 period. The ensemble spread is a measure of the degree to which ensemble members have diverged from each other and tends to be large in the absence of observational measurements and small when the presence of observations are able to constrain the reanalysis estimates. In truth, this is an oversimplification and ensemble spread is also a function of the hydrodynamic flow itself as well as representing errors from both imperfect observations and an imperfect numerical model. Seasonal, interannual, and high-frequency variability were removed from the surface pressure time series following Oliver and Thompson (2012).

The MJO is represented strongly in 20CR surface pressure over the 1979–2008 period (Figure 1). Negative pressure anomalies develop over the Indian Ocean in phases 1–2 and propagate eastward through the Indo-Pacific in phases 3–4 and then into the eastern Pacific by phases 5–6. During phases 5–6, positive pressure anomalies develop over the Indian Ocean and propagate eastward out of phase (by four MJO phases) with the negative pressure anomalies. There is also poleward propagation of sea level pressure anomalies (notably over Asia from phases 3–4 to phases 5–6) which is possibly an expression of the Boreal Summer Intraseasonal Oscillation [e.g. Kikuchi et al. (2012)]. The proportion of MJO variability
that could be statistically accounted for by surface pressure was calculated at each location over the 1979–2008 period (Figure 2(a)). The metric used, $\kappa$, was calculated at each location as the average coherence [e.g. Priestley (1981)] between $I_{WH}$ and the surface pressure time series at that location, weighted according to the spectral density of $I_{WH}$. This metric is analogous to a correlation over intraseasonal time scales, i.e. a value of 1 indicates that 100% of the variability can be accounted for while a value of 0.5 indicates that only 50% of the variability can be accounted for (Oliver and Thompson, 2010, 2012). Time series of 20CR surface pressures clearly exhibit a strong statistical relationship with the MJO index throughout much of the tropics, particularly over the Indian and Pacific Oceans, explaining up to 65% of the variability in the Indo-Pacific warm pool. Therefore, we will use surface pressures from the 20CR as predictors of the state of the MJO.

We hindcasted an MJO index from time series of surface pressure at a finite number of locations using the multivariate linear regression model of Oliver and Thompson (2012). The model is of the form

$$I_t = \beta p_t + \epsilon_t$$

where $I_t$ is the $2 \times 1$ bivariate MJO index at time $t$, $\beta$ is a $2 \times m$ matrix of regression coefficients, $p_t$ is a $m \times 1$ vector of surface pressure predictors (and their Hilbert transforms) at time $t$, and $\epsilon_t$ is an error term. The time resolution was daily. Estimates of the regression coefficients $\hat{\beta}$ were determined by an ordinary least squares fit of Equation (1) to the MJO index over the 1979–2008 period; the MJO index was then reconstructed over the 1905–2008 period using $\hat{I}_t = \hat{\beta} p_t$.

3. Results

We fit the model presented in Section 2 in three ways. First, in Section 3.1, we fit using surface pressures from locations chosen based on a simple model. In other words, we assumed that MJO-related variability of tropical surface pressure was well represented by 20CR and developed a simple model including locations which should contribute significant MJO-related variability. Second, in Section 3.2, we fit using surface pressures at locations chosen after taking into account the spatial and temporal density of the observations which were assimilated by 20CR. Finally, in Section 3.3, we purposefully choose a set of locations for which surface pressures are poorly observed.

3.1. Predictor locations chosen based on simple reasoning

The MJO is expressed strongly in surface pressure throughout much of the tropics [e.g. Madden and Julian (1972); also Figures 1 and 2(a)] and so, in the first instance, we sampled this region by choosing predictor locations distributed equally every 30° longitude along the equator.
Figure 2. Observational feedback in model design. (a) The fraction of the total standard deviation of the MJO index that can be statistically accounted for by surface pressure. (b) and (c): measures of data uncertainty and stability, respectively, given by the time-mean $\Delta \tilde{p}$ and linear trend $b_{\Delta \tilde{p}}$ of $\Delta \tilde{p}$. Thick contours indicate the critical values [(a) 0.33, (b) 0.5, and (c) $-1.32 \times 10^{-5}$ days$^{-1}$, respectively]. (d) The thick line delineates the combined area where $\tilde{p}$, $\Delta \tilde{p}$, and $b_{\Delta \tilde{p}}$ are all below critical thresholds. Circles show the locations used for predictors in the Simple model; white circles show the subset of locations used in the Informed model, and the shaded blue circles show the subset used in the Poor model.

and along 14°N and 14°S, leading to a set of 36 locations from which to extract surface pressure time series $p_t$ (Figure 2, all circles). This was called the ‘Simple’ model and later models consisted of a subset of points used in the Simple model.

The chosen pressure series $p$ were fit to the MJO index over 1979–2008 and then hindcast over the 1905–2008 period using the model described in Section 2. The predicted MJO index, denoted $I_{Sm}$, captures $I_{WH}$ well, with correlation coefficients of 0.89 and 0.87 for the first and second components, respectively (see Table 1). Time series of the components of $I_{WH}$ and $I_{Sm}$ over the 2000–2002 period demonstrate that $I_{Sm}$ captures well the intraseasonal variability present in $I_{WH}$ (Figures 3(a) and 4(a), black and blue lines). A cross-spectral analysis showed that $I_{Sm}$ has a peak of energy in the same band of frequencies as $I_{WH}$ and is highly coherent (>0.75) and in phase over those frequencies (Figure 5, black and blue lines). Note that the two components of the MJO index are more coherent with each other, outside of the intraseasonal band (30–90 days), for $I_{Sm}$ than for $I_{WH}$ indicating that the reconstructed index is capturing coherent non-intraseasonal variability not present in the original WH04 index. Time series of $I_{Sm}$ over the 1920–1922 period also demonstrate that it exhibits similar intraseasonal variability (in character), although with a slightly lower amplitude, over the early

Table 1. Performance of predicted MJO indices for different choices of predictor locations.

<table>
<thead>
<tr>
<th>Choice</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>Trend (century$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>0.89</td>
<td>0.87</td>
<td>0.285 ± 0.023</td>
</tr>
<tr>
<td>Informed</td>
<td>0.69</td>
<td>0.70</td>
<td>0.0436 ± 0.025</td>
</tr>
<tr>
<td>Poor</td>
<td>0.87</td>
<td>0.85</td>
<td>0.289 ± 0.023</td>
</tr>
</tbody>
</table>

Correlation coefficients between the Wheeler and Hendon (2004) index and predicted MJO indices are shown for the first and second components ($\rho_1$ and $\rho_2$, respectively) along with the linear trend over the 20th century ($\pm$95% confidence interval) in MJO amplitude of the predicted index for each of the model fits.
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The chosen pressure series $p$ were fit to the MJO index over 1979–2008 and then hindcast over the 1905–2008 period using the model described in Section 2. The predicted MJO index, denoted $I_{Sm}$, captures $I_{WH}$ well, with correlation coefficients of 0.89 and 0.87 for the first and second components, respectively (see Table 1). Time series of the components of $I_{WH}$ and $I_{Sm}$ over the 2000–2002 period demonstrate that $I_{Sm}$ captures well the intraseasonal variability present in $I_{WH}$ (Figures 3(a) and 4(a), black and blue lines). A cross-spectral analysis showed that $I_{Sm}$ has a peak of energy in the same band of frequencies as $I_{WH}$ and is highly coherent (>0.75) and in phase over those frequencies (Figure 5, black and blue lines). Note that the two components of the MJO index are more coherent with each other, outside of the intraseasonal band (30–90 days), for $I_{Sm}$ than for $I_{WH}$ indicating that the reconstructed index is capturing coherent non-intraseasonal variability not present in the original WH04 index. Time series of $I_{Sm}$ over the 1920–1922 period also demonstrate that it exhibits similar intraseasonal variability (in character), although with a slightly lower amplitude, over the early

20th century (Figures 3(b) and 4(b), blue lines). This is confirmed by the similarity in power spectra calculated over the 1979–2008 period (Figure 5, solid blue line) and over the 1905–1978 period (Figure 5, dashed blue line). Also note that $I_{Sm}$ and $I_{WH}$ spend roughly the same proportion of time in each MJO phase (Table 2).

Time series of the MJO amplitude (smoothed with a 10-year moving average) of $I_{WH}$ and $I_{Sm}$ indicate similar linear trends ($-0.102$ century$^{-1}$ and $-0.164$ century$^{-1}$, respectively) and a number of shared interannual variations over the shared 1979–2008 period (Figure 6, black and blue lines). However, over the entire record (1905–2008), the MJO amplitude of $I_{Sm}$ exhibits a strong positive trend
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with time. The magnitude of this trend is $0.285 \pm 0.023$ century$^{-1}$ (see also Table 1). This corresponds to an increase in MJO amplitude of $\sim 30\%$ over the 20th century. Is this trend realistic or a consequence of our choice of predictors from a potentially imperfect reanalysed variable? We address this question in the following subsection.

3.2. Predictor locations chosen based on observational feedback

We now wish to choose predictors by taking into account the density of observational measurements in time and space that have informed the 20CR reanalysis. Information on the observations that have been assimilated by 20CR, what we call here observational feedback, is readily available (Compo et al., 2011). The surface pressures assimilated by 20CR are detailed and available in their original form as part of the International Surface Pressure Database (ISPD). The ISPD is made up of three parts: station observations, marine (ship-based) observations, and tropical cyclone observations. The station component is largely drawn from the International Surface Database [ISD; Lott et al. (2008)], the marine component from the International Comprehensive Ocean Atmosphere Data Set [ICOADS; Worley et al. (2005)], and the tropical cyclone
In the limiting case of no observational measurements varies in time and space, the coherence and phase spectra in the above-diagonal and below-diagonal panels, respectively. Solid lines indicate that the spectra were calculated from data over the 1979–2008 period and dashed lines indicate that they were calculated from data over the 1905–1978 period.

### Table 2. Proportion of days (in %) spent in each phase for $I_{WH}$ and for the predicted index for each of the model fits.

<table>
<thead>
<tr>
<th>Index</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
<th>Phase 4</th>
<th>Phase 5</th>
<th>Phase 6</th>
<th>Phase 7</th>
<th>Phase 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{WH}$</td>
<td>13.3</td>
<td>13.5</td>
<td>11.8</td>
<td>12.2</td>
<td>12.9</td>
<td>12.4</td>
<td>12.2</td>
<td>11.7</td>
</tr>
<tr>
<td>$I_{Sm}$</td>
<td>12.8</td>
<td>12.3</td>
<td>12.5</td>
<td>12.3</td>
<td>13.2</td>
<td>12.3</td>
<td>11.9</td>
<td>13.0</td>
</tr>
<tr>
<td>$I_{in}$</td>
<td>13.8</td>
<td>13.2</td>
<td>12.2</td>
<td>11.1</td>
<td>12.6</td>
<td>12.8</td>
<td>11.6</td>
<td>12.6</td>
</tr>
<tr>
<td>$I_{po}$</td>
<td>12.1</td>
<td>12.0</td>
<td>12.7</td>
<td>12.8</td>
<td>12.8</td>
<td>12.2</td>
<td>12.2</td>
<td>13.3</td>
</tr>
</tbody>
</table>

The ensemble spread of surface pressure from 20CR, can be used as a measure of how the density of observational density will have low (high) values of $\Delta p$. Because the magnitude of surface pressure variations depends on spatial location, we normalize $\Delta p$ at each location by the standard deviation of reanalysis surface pressure at that location through time $\sigma$ leading to the normalized ensemble spread (NES) of surface pressure $\Delta \tilde{p}$:

$$\Delta \tilde{p} = \frac{\Delta p}{\sigma}. \quad (2)$$

We will refer to large (small) values of $\Delta \tilde{p}$ as high (low) uncertainty reanalysis data.

We wish to estimate an MJO index that is both (1) accurate (e.g. correlated with $I_{WH}$), and (2) stable (in its level of uncertainty) over the entire estimation period. This will require predictors that have both (1) low data uncertainty, and (2) little or no trend in data uncertainty over the record.
Figure 6. Time series of MJO amplitude of the Wheeler and Hendon (2004) and predicted MJO indices. The MJO amplitude, after smoothing with a moving 10-year average, is shown over the 20th century for $I^{WH}$ (black), $I^{Sm}$ (blue), $I^{In}$ (red), and $I^{Po}$ (green). Corresponding straight lines indicate the linear trend of each predicted index over the 1905–2008 period.

Figure 7. Maps demonstrating the changes to the surface pressure observing system over the 20th century. Colours indicate average number of ship observations per month (on a logarithmic scale; locations with less than 1 observation per month are masked white) and dark blue dots indicate the presence of station measurements during the following time periods: (a) 1900–1925, (b) 1926–1950, (c) 1951–1975, and (d) 1976–2000.

length. We calculated the mean ($\overline{\Delta \hat{p}}$) and linear trend ($b_{\Delta \hat{p}}$) of $\Delta \hat{p}$ over the 1905–2008 period (Figure 2(b) and (c)). As expected $\Delta \hat{p}$ is generally low in regions with a high density of observations over the 20th century (e.g. the North Indian Ocean, off Southeast Asia, Australia, the southeast coast of Brazil, North America; compare Figures 2(b) and 7). The linear trend $b_{\Delta \hat{p}}$, which has been defined so that positive indicates an increase of $\Delta \hat{p}$ with time, reflects local changes in the observing system and tends to be low where the number of measurements has been largely consistent over time (e.g. the Eastern Pacific, the Tropical Atlantic and Indian, eastern Australia; compare Figures 2(b) and 7). Note that $b_{\Delta \hat{p}}$ is always negative, i.e. there are no locations in space where $\Delta \hat{p}$ increases with time. We have ensured low data uncertainty and stability by excluding from consideration locations where $\overline{\Delta \hat{p}} > 0.5$ and $b_{\Delta \hat{p}} < -1.32 \times 10^{-5}$ days$^{-1}$ [thick contours, Figure 2(b) and (c)]. These values correspond to an ensemble spread
Figure 8. Data uncertainty and stability at three example locations. Time series of the normalized ensemble spread \( \Delta \bar{p} \) are shown over the 20th century at locations in (a) the Eastern Pacific Ocean, (b) the Western Pacific Ocean, and (c) the Eastern Indian Ocean (solid lines). The value of \( \Delta \bar{p} \) for each time series is shown by a dashed horizontal line and the critical threshold (\( \Delta \bar{p} = 0.5 \)) is shown as a solid line. Note that the value of \( \Delta \bar{p} \) in panel (c) is only marginally below the critical threshold, so the two horizontal lines are indistinguishable.

that is half the surface pressure variability (\( \Delta \bar{p} < 0.5 \) on average) and a change in \( \Delta \bar{p} \) that is 1/2 over the entire record. Note that this choice was arbitrary and only made to ensure a relatively low data uncertainty (low mean value of \( \Delta \bar{p} \)) and stability (weak trend in \( \Delta \bar{p} \)); other choices could function just as well, but these were used to illustrate sensitivity to observational data density.

Example time series of \( \Delta \bar{p} \) for selected locations in the Eastern and Western Pacific Oceans and in the Eastern Indian Ocean are shown in Figure 8. These locations were chosen as good examples to illustrate cases which did not meet the thresholds outlined above (the Pacific Ocean examples) and a case which did (the Indian Ocean example). In the Eastern Pacific Ocean, there have never been many land- or ship-based observations, so the value of \( \Delta \bar{p} \) has remained high over the entire record leading to a region of high data uncertainty from which to derive predictors (Figure 8(a)). Predictors from this region were rejected based on the condition requiring \( \Delta \bar{p} \leq 0.5 \). In the Western Pacific Ocean, there was a dramatic change in the observing system: from nearly no observations prior to 1940 to a very well observed region afterwards (Figure 8(b)). This was reflected in the dramatic change in \( \Delta \bar{p} \) pre- and post-1940 leading to an unstable region from which to derive predictors; predictors from this region were rejected based on the condition requiring \( b_{\Delta \bar{p}} \geq -1.32 \times 10^{-5} \). The Eastern Indian Ocean has been well observed over the course of the 20th century with very few major changes to the observing system. Predictors from this region were accepted as of low uncertainty (\( \Delta \bar{p} \leq 0.5 \)) and stable over the entire record \( [b_{\Delta \bar{p}} \geq -1.32 \times 10^{-5} \text{ days}^{-1}] \); Figure 8(c)].

Predictor locations were chosen by taking into account both reasoning based on statistical relationships and data uncertainty and stability. Simple reasoning takes into account the statistical connection between the MJO index and surface pressure using the \( \bar{p} \) metric limiting the domain from which predictor locations can be selected to regions
where $\bar{x} \geq 0.33$ [Figure 2(a), thick contour]. As above, this choice was arbitrary and only made to ensure surface pressures statistically account for a fair proportion of MJO variability; other choices are just as valid but this was chosen for illustrative purposes. We have also taken into account data uncertainty and stability using the above criteria for $\Delta \bar{p}$ and $b_{\Delta \bar{p}}$, and the thick contour in Figure 2(d) shows the combined exclusion region based on the combined criteria. This led to a set of five locations from which to extract surface pressure time series $p$ [Figure 2(d), white circle].

The chosen pressure series $p$ were fit to the MJO index over 1979–2008 and then hindcast over the 1905–2008 period as in Section 3.1. Again, the predicted MJO index, denoted $I^p$ (the ‘Informed’ fit), captured well the variability of $I^{WH}$, with correlation coefficients of 0.69 and 0.70 for the two components (see Table 1) which is supported by plots of the time series (Figures 3 and 4, red line). It should be noted that the lower correlation coefficients, as compared with the Simple fit, are reflected in the time series with a number of departures of $I^p$ from $I^{WH}$, particularly at oscillation periods shorter than MJO variability. In fact, a cross-spectral analysis showed that while $I^p$ did have a peak of energy in the same band of frequencies as $I^{WH}$, it was slightly less coherent in the same band of MJO variability. In fact, a cross-spectral analysis showed that while $I^p$ did have a peak of energy in the same band of frequencies as $I^{WH}$, it was slightly less coherent on this band than $I^p$ ($0.50$–$0.85$) and much less so at higher frequencies (e.g. coherence was < 0.5 for periods less than 20 days; Figure 5, black and red lines). Also note that $I^p$ and $I^{WH}$ spend roughly the same proportion of time in each MJO phase (Table 2). Similarly, the MJO amplitude of $I^p$ is similar to the amplitude of $I^{WH}$ (Figure 6, red line). However, it is notable that the amplitude of $I^p$ has a much weaker trend than $I^p$ over the 1905–2008 record: 0.0436 ± 0.025 century$^{-1}$. This trend is barely significantly different from zero with 95% confidence.

3.3. Predictor locations chosen with large data uncertainty and stability

A further fit was performed where predictor locations were purposely chosen from regions with large data uncertainty and stability. These predictors, denoted the ‘Poor’ fit, were the subset of predictors used for the Simple fit which did not satisfy the selection criteria outline above [Figure 2(d), blue dots]. Again, the predicted MJO index, denoted $I^p$, captured $I^{WH}$ well, with correlation coefficients of 0.87 and 0.85 for the two components (see Table 1) which is supported by plots of the time series (Figures 3 and 4, green line), high coherence with $I^{WH}$ (Figure 5, green lines), and a similar proportion of time spent in each MJO phase (Table 2). However, the trend in MJO amplitude of $I^p$ (Figure 6, green line) is now notably much larger than $I^p$ and similar to the trend in $I^p$: 0.285 ± 0.023 century$^{-1}$ (an increase of ~30% over the 20th century).

The region from which predictor locations were chosen for the Informed fit was most strongly affected by active MJO convection in phases 2 through 5, while the regions sampled for the Poor fit are affected in other phases [e.g. Wheeler and Hendon (2004)]; the Simple fit on the other hand used predictor locations which sampled more evenly the tropics. Did phases corresponding to active convection in regions with large data uncertainty and stability exhibit the same long-term trends in all three indices, or was the observational feedback (used to develop the Informed fit) able to provide improved information across MJO phases despite a regionalization of predictor locations? We calculated the trend in MJO amplitude within each MJO phase to determine if this regional restriction of predictor locations impacts MJO activity unevenly across MJO phases (Table 3). While there is phase-dependency in the trend for each fit there remains a large difference in trend between $I^p$ and both $I^\bar{x}$ and $I^p$, just as for the all-phase trend. Also note that all indices spend roughly the same proportion of time in each MJO phase as $I^{WH}$ (Table 2). Therefore, the Informed fit is not restricted to only providing improved information for phases which active MJO convection lies within the region sampled by predictor locations.

4. Summary and discussion

In this study, we have examined the impact of spatial and temporal variations in the density of observational measurements assimilated by a reanalysis system on estimates of long-term climate variability. Specifically, we fit 20CR surface pressures to the Wheeler and Hendon (2004) MJO index over the 1979–2008 period and, provided with a satisfactory fit, hindcast the MJO index back to 1905. We showed that three different choices of predictor locations in the tropics each provided an acceptable fit to MJO variability characterized by the Wheeler and Hendon (2004) index, generally capturing the timing and relative amplitude of major events. However, these choices provided dramatically different long-term trends in estimated MJO activity. In the case of predictor locations informed only by the statistical relationship between the MJO and tropical surface pressure, we estimated a trend in MJO activity of 0.285 ± 0.023 century$^{-1}$ over the 20th century. We then
used observational feedback to take into account the temporal and spatial density of observational measurements assimilated by the reanalysis system and restricted our choice of predictors accordingly which lead to an estimated trend in MJO activity of nearly zero (0.0436 ± 0.025 century−1). We further demonstrated that by purposefully choosing predictors from locations where the density of observational measurements assimilated by a reanalysis system was low and/or changed significantly over time lead, we could find a strong estimated trend in MJO activity (0.289 ± 0.023 century−1). By changing the location (and therefore the uncertainty of the reanalysis data) from which predictors are chosen, we have been able to maintain a good fit to the Wheeler and Hendon (2004) index over the 1979–2008 period while modifying the trend over the 20th century of the estimated index by nearly a factor of ten.

The results of this article highlight one of the potential pitfalls of using reanalysis data blindly without considering the underlying data. It is important when using reanalysis data to have an understanding of the nature of the observations that have (or have not) been assimilated by it and the deficiencies of the underlying numerical model. This is particularly the case for climate phenomena which are often poorly simulated in free-running models, such as the MJO. In such cases with a lack of observations, a reanalysis system reverts to the predictions from a free-running model, i.e., without an accurate representation of the climate phenomenon of interest. On the other hand, in the presence of observations, the reanalysis system is constrained to represent the climate phenomenon in a more realistic manner. Therefore, this study reinforces that care needs to be taken when using reanalysis data, and it should not be assumed that they are a substitute for observations or are a perfect representation of the climate system.

It should be noted that the specific results of this study, namely the representation of the MJO in 20CR through surface pressures, should not be generalized to other reanalysis products. For example, it is quite possible that the expressions of the MJO in surface pressures from the NCEP/NCAR Reanalysis or ERA-Interim are very accurate. The reason for the specific findings of this study is due to the heterogeneous spatial and temporal density of tropical surface pressure observations assimilated by 20CR. This does not imply that reanalyses are generally poor at reconstructing the MJO but only that an understanding of the observational density is important when using any reanalysis.
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