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Abstract Among the documented consequences of anthropogenic global warming are the increased
frequency and duration of marine heatwaves in the global ocean. The literature dedicated to Arctic marine
heatwaves corroborates those results, but fails to identify the heat sources and sinks. Because of the numerous
feedbacks impacting polar regions, understanding the processes triggering and dissipating those extreme events is
particularly important to predict their occurrence in a fast changing ocean. A three‐dimensional regional ice‐
ocean numerical model is used to calculate a surface mixed layer heat budget and to investigate mechanisms
generating and dissipating marine heatwaves. The majority of the marine heatwaves are onset by surface heat
fluxes and decayed by bottom and surface heat fluxes. The dominant processes are spatially and seasonally
heterogeneous: lateral heat flux can become the primary process when advecting heat anomalies at the main
Arctic gateways or by triggering temperature extremes in winter. Using a Reynolds decomposition, it can be
determined that the shoaling of the surface mixed layer induced by ice melt can significantly lengthen and
intensify Arctic marine heatwaves. In winter, the analysis of marine heatwaves poses unique challenges, with the
long term freshening of the Arctic inducing a positive trend of 0.1°C per decade for the freezing point. Arctic
marine heatwaves are expected to keep increasing in duration and intensity due to the increased trend of the
primary process, the surface heat flux, and their dissipation by bottom heat flux provides a pathway for heat from
the atmosphere to the Arctic subsurface water masses.

Plain Language Summary Extreme warm temperature anomalies in the ocean, called marine
heatwaves are becoming more frequent, longer and more intense around the globe. In the Arctic Ocean, the
complex links between sea ice, the atmosphere and the ocean could both amplify or hinder the impact of those
events. Yet, understandingwhere the heat comes from andwhere it goes is critical to anticipate further changes in
an already fast‐changing environment. To this aim, we calculate the sources and sinks of heat in a numerical
model simulating the ocean and sea ice.Mostmarine heatwaves in theArctic are generated by taking atmospheric
heat up and disappear when this heat is transferred to the deeper ocean. In doing so, marine heatwaves provide a
pathway for heat from the atmosphere to the subsurface ocean. Oceanic circulation can also propagate marine
heatwaves along the continental shelf and toward the marginal ice zone.When ice melts, it shoals the upper layer
of the ocean, concentrating the atmospheric heat and lengthening and intensifyingmarine heatwaves. The excess
heat stored in the subsurface can be expected to resurface later in the season andwill then delay the freezing of new
sea ice.

1. Introduction
The region north of the Arctic Circle is warming four times faster than the global average (Rantanen et al., 2022).
This fast increase of the atmospheric temperature is called Arctic Amplification (Bekryaev et al., 2010; Serreze
et al., 2009) and is due to the strong coupling between the atmosphere, the cryosphere and the ocean. Changes on
oceanic and sea ice properties are numerous and often drastic. The most publicized one is the decline of sea ice,
with a strong downward trend in September ice extent of 13% per decade over the satellite era starting in 1979 and
a nearly complete disappearance of sea ice older than 4 years (Meier & Stroeve, 2022; Meredith et al., 2019). The
sea ice melt reduces the albedo, leading to more solar radiation absorbed by the ocean, which in turn melts more
ice, leading to the positive albedo feedback (Hall, 2004). The sea ice decline in non‐summer months also leads to
more cloud formation, enhancing downwelling longwave radiation, here again leading to a positive cloud‐sea ice
feedback (Schweiger et al., 2008). New feedbacks are regularly proposed and investigated (e.g., Ivanov
et al., 2016), with positive or negative influences on the Arctic Amplification (Goosse et al., 2018). In parallel,
heat inflow through the Arctic gateways has increased (Docquier & Koenigk, 2021), either due to increases in
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volume transport of Pacific waters (Woodgate, 2018) or in heat content of the Atlantic waters (Beszczynska‐
Möller et al., 2012). As a consequence, conditions in the Eastern Arctic are resembling Atlantic conditions more
and more, a phenomenon called the Atlantification or Borealization of the Arctic (Muilwijk et al., 2023; Tim-
mermans &Marshall, 2020), with consequences for the water column stratification and stability (Carmack, 2007)
as well as for nutrient availability and ecosystems (Polyakov, Alkire, et al., 2020). The changes in stratification,
particularly on the northward migration of the transition between the α‐stratified (i.e., temperature‐driven) and β‐
stratified (i.e., salinity‐driven) ocean and on the weakening of the halocline, could have tremendous conse-
quences. These include a potential shift from winter ice formation to deep convection if surface waters become
denser than underlying waters before reaching the freezing point (Carmack, 2007; Lique et al., 2018). In addition,
the increased heat inflow has led to a positive temperature trend of subsurface waters of Pacific and Atlantic
origins, driving a stronger upward heat flux (HF) (Polyakov et al., 2017; Polyakov, Rippeth, et al., 2020; Tim-
mermans et al., 2018). Associated with that is a suspected shift in the main source of ice melt, changing from
atmospheric, surface melt to oceanic, basal melt (Carmack et al., 2015). Heat fluxes in the Arctic Ocean are
changing, with consequences on its heat budget and on the characteristics of extreme events in the region, such as
marine heatwaves (MHWs).

MHWs are anomalously warm events, with a variety of lasting ecosystem and socio‐economic consequences, and
have therefore recently been under the scientific and public spotlights. Hobday et al. (2016) propose a framework
to define and detect MHWs as “a discrete prolonged anomalously warm water event in a particular location,”
during which water temperature exceeds a percentile threshold (often the 90th percentile calculated over a
climatological period), for at least five consecutive days. An assessment of the evolution of MHWs in the global
ocean found surface events to be more frequent, more intense and longer over the last century (Frölicher
et al., 2018; Oliver et al., 2018), with strong links to anthropogenic climate change (Oliver et al., 2021). This
observed, historical trend is expected to accelerate further in the next century under global warming (Fox‐Kemper
et al., 2021; Frölicher et al., 2018; Oliver et al., 2019). The development and dissipation of MHWs can be
mechanistically driven by a wide range of physical processes linked to heat sources and sinks. Surface heat
exchanges with the atmosphere (e.g., K. Chen et al., 2015; Olita et al., 2007) or potentially the sea ice, lateral heat
fluxes through advection or mixing (e.g., Oliver et al., 2017) and to a lesser extent vertical heat fluxes through
entrainment or mixing have been documented to drive MHWs (e.g., Holbrook et al., 2019; Oliver et al., 2021;
Schlegel et al., 2021). A small number of studies have recently focused on MHWs in the Arctic Ocean (Hu
et al., 2020; Huang,Wang, et al., 2021) or in adjacent seas (Carvalho et al., 2021; Golubeva et al., 2021; Mohamed
et al., 2022). Those studies rely mostly on the OISSTv2.1 observational data set (Huang, Liu, et al., 2021;
Reynolds et al., 2002). The long period of satellite coverage allows for a robust climatological assessment of
MHW characteristics in seasonally ice‐free areas. All studies document an increase in duration, frequency and
intensity, and link those changes to increased atmospheric temperature and decreased sea ice coverage. A caveat
of the newest version of the OISST product is the change in the calculation of sea surface temperature (SST) in
partially ice‐covered areas after the first of January 2016. The ice‐SST regression applied in OISSTv2.0 is
replaced by a freezing‐point calculation in OISSTv2.1, which induces a significant offset on the shelves (Huang,
Liu, et al., 2021, their Section 4c). Therefore, MHW statistics after 2016 derived from a baseline encompassing
years before 2016 might be biased in partially ice‐covered regions. Another limitation of surface temperature
satellite observations lies in their inability to properly identify and quantify the role of individual MHW drivers
(e.g., Golubeva et al., 2021; Hu et al., 2020). The description of those drivers is critical to properly understand the
nature of the MHWs in the complex coupled ice‐ocean environment. In particular, while sea ice is known to be an
important factor in the heat budget of surface polar oceans, notably through the albedo feedback, the quantifi-
cation of this importance and its role during extreme events is limited.

Given that sea ice and ocean systems are linked through numerous feedback loops (Goosse et al., 2018), iden-
tifying the influence of sea ice on the mechanisms creating and dissipating MHWs is critical. For example, Hu
et al. (2020) suggest that ice melt could shoal the halocline and lead to a concentration of atmospheric HF in the
mixed layer, possibly enhancing ice melt and therefore inducing a plausible but not yet validated positive
feedback. Similarly, advection of warm Pacific waters through the Bering strait have triggered the onset of albedo
feedback events (Timmermans et al., 2018; Woodgate et al., 2010). The strong coupling between the different
climate components of the Arctic renders the disentangling of causes and consequences non‐trivial, yet important
to anticipate, mitigate and adapt to the impacts of anthropogenic climate change. More broadly, a proper un-
derstanding of the physical processes drivingMHWs in the Arctic Ocean will help anticipate their evolution in the
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diverging scenarios for the rest of the 21st century and beyond (Fox‐Kemper et al., 2021; IPCC, 2021). The future
of the Arctic will have key social, cultural and economical repercussions, for example, for indigenous commu-
nities relying on Arctic ecosystems or for navigation routes.

This study aims to fill some of those gaps by using a three‐dimensional ice‐ocean numerical model covering the
Arctic Ocean and adjacent seas from 2014 to 2021. A surface mixed layer heat budget identifies and quantifies the
processes leading to the onset and decay of MHWs in the Arctic Ocean. A statistical analysis of mechanisms
responsible for MHWs is provided, including the dominating role of surface HF to trigger MHWs and of bottom
HF to dissipate them. The results support that MHWs provide a pathway for atmospheric heat to subsurface
waters. The model, the MHW detection method and the surface mixed layer heat budget decomposition are
described first (Section 2). A brief validation of the model and a description of the results are then provided
(Section 3). Finally, the impacts of MHWs on the Arctic heat distribution are discussed (Section 4).

2. Methods
2.1. Model

The North Atlantic, Pacific and Arctic (NAPA) model, is a three‐dimensional ocean‐ice model. The ocean
component is the Nucleus for European Modeling of the Ocean (NEMO, Madec et al., 2017), version 3.6. It is a
finite difference, hydrostatic, primitive equation ocean general circulation model. The Louvain‐la‐Neuve Ice
Model v3 (LIM3, Rousset et al., 2015) is a dynamic‐thermodynamic ice model with one layer of snow and two
layers of ice, and uses an ice thickness distribution instead of a single ice category. As its name suggests, the
model covers the North Atlantic north of 26°N, the North Pacific north of 45°N and the whole Arctic, using an
ORCA‐like tripolar grid (Madec et al., 2017) with a nominal horizontal resolution of 1/4°, ranging from 25 km at
the low latitudes to 10 km in the Canadian Arctic Archipelago (Figure 1). It is therefore eddy‐permitting but not
eddy‐resolving. It uses z‐coordinates for the vertical levels, with 75 levels in total, 9 of which are located in the
first 10 m, giving the high vertical resolution necessary for simulating the shallow summer Arctic mixed layer.
Outputs are written at a daily frequency. Boundary conditions are provided by GLORYS2v3 produced by
Mercator Ocean (Ferry et al., 2012) and river runoff is based on monthly climatology (Dai & Trenberth, 2002).
The model is forced at the surface by ERA5 (Hersbach et al., 2020) over 2014–2021 with initial conditions taken
from a previous run covering 1958–2015 using the DRAKKAR Forcing Set (Dussin et al., 2016). A general
validation of the model is provided in Zhang et al. (2020) and more validation specific to MHWs can be found in
Section 3.We obtain daily, two‐dimensional fields of ice concentration, freezing‐melting flux, solar and non‐solar

Figure 1. Maps of the region of interest. (a) Model domain and horizontal resolution (background color), model‐simulated ice extent, defined as ice concentration above
15%, in March (dark gray) and September (light gray), averaged over 2014–2021, and the 160 tiles of 20 × 20 grid cells used for the analysis (red grid). (b) Model
bathymetry and locations of interest; a curious reader can explore Rudels (2015) for a more in‐depth and exhaustive description of the different Arctic seas, basins and
ridges.
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heat fluxes at the ocean surface, weighted according to the proportion of open and ice‐covered waters, and three‐
dimensional fields of seawater temperature, salinity, u‐ and v‐ velocities.

2.2. Marine Heatwaves

Extreme events can be defined using a range of methods. Classic methods are often based on return periods or
peaks over threshold (Coles, 2001). In the context of MHWs, a wide‐spread and generally accepted definition
has been provided by Hobday et al. (2016) and uses a peak‐over‐threshold definition without assuming an
underlying probability distribution for the events. This methodology is applied here to the modeled mixed layer
temperature, from 2014 to 2021. We discuss the impact of using this relatively short time series, compared to
the recommended 30‐year time series, in Section 4. A daily climatology of temperature is first calculated over
an 11‐day window then smoothed with a 31‐day rolling average. A MHW is defined as an anomalously warm
event persisting at least 5 days above the daily 90th percentile. Gaps between events of 2 days or less followed
by a 5 days or longer event are ignored. The peak of an MHW is defined as the temperature maximum relative
to the threshold, the “onset” is defined as the period between the first day of the MHW and the peak, while the
period between the peak and the last day of the MHW is called the “decay.” This definition has been
implemented in different software packages, including Python (https://github.com/ecjoliver/marine-
HeatWaves). Considering the very stable conditions in the Arctic Ocean during winter, with surface water
temperatures at the freezing point for several months, the 90th percentile threshold can be very close to the
climatological mean and a very small departure from the freezing point (of the order of a few hundredth of a
Celsius degree) can lead to the detection of an MHW. The biological and physical significance of such events
are yet to be determined. While some Arctic studies add an absolute, summer‐based value threshold condition
to circumvent that issue (e.g., Huang, Wang, et al., 2021), we rather filter MHWs based on their intensity. More
specifically, an Arctic MHW has a mean intensity relative to the climatological mean that exceeds a chosen
value of 0.1°C. The number of detected MHWs is not very sensitive to the intensity threshold value, especially
in summer. A lower value would include more winter, small amplitude MHWs that we aim to discard, while a
higher value would eliminate some of the shoulder seasons and summer MHWs, that could be considered as
relevant (Figure S1 in Supporting Information S1). The importance and processes related to the winter MHWs
are discussed later (Section 4).

The MHW detection algorithm is not run on individual grid cells but rather on tiles of 20 by 20 grid cells, and tiles
with less than 300 grid cells are discarded. One benefit of calculating the heat budget over tiles is to avoid the
impacts of lateral eddy viscosity that may be large for individual grid cells. Another benefit is that the occurrence
MHWs between individual tiles are less correlated than that between individual grids. The mixed layer tem-
perature of a grid cell is strongly correlated with the temperature of the surrounding grid cells and this correlation
was found to decrease for grid cells further than 10 grid cells away, although with strong spatial variability (not
shown). Using tiles of 20 by 20 grid cells thus increases the independence between detected MHW events at
adjacent tiles. The tiles are further filtered out by excluding tiles where the March ice concentration never exceeds
15% in the 2014 to 2021 period, to constrain our study on seasonally ice‐impacted regions (Figure 1a, dark shade).
A total of 160 tiles were found to match those criteria. For the remainder of the study, we restrain our definition of
the Arctic Ocean to the area covered by those tiles.

2.3. Surface Mixed‐Layer Heat Budget

In order to isolate the different drivers of each MHW, a surface mixed layer heat budget is calculated. While
the NEMO model calculates mixed layer depth as an output variable, its definition is not suited to the Arctic
Ocean. The model mixed layer depth is defined as the depth where there is a potential density difference of
0.01 kg m− 3 with respect to the density at 10 m depth, meaning the mixed layer depth cannot be shallower
than 10 m. Yet, because of the strong stratification due to ice melt, the summer Arctic surface mixed layer is
regularly observed to be significantly thinner than 10 m (Peralta‐Ferriz & Woodgate, 2015). In order to better
match observational mixed layer values and modeled stratification, we redefine the surface mixed layer depth
as the depth at which the potential density exceeds 0.05 kg m− 3 with respect to the density at 5 m depth. This
new definition provides a realistic simulation of the summer mixed layer with negligible differences to the
original NEMO mixed layer depth in other seasons (not shown). A heat budget can then be calculated for this
mixed layer.
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In general, over a fixed area, the rate of change of the averaged mixed layer temperature can be written as (Moisan
& Niiler, 1998; Oliver et al., 2021)

∂〈T〉
∂t

= − 〈u〉 ⋅∇〈T〉 + 〈∇ ⋅ (κh∇T)〉
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

Qlat

−
1
H
κz
∂T
∂z

⃒
⃒
⃒
⃒
− H
− (

〈T〉 − T|− H
H

)(
∂H
∂t
+ u|− H ⋅∇H + w|− H)

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟
Qbot

+
Fsurf

ρ0cpH
⏟⏞⏞⏟

Qsurf

(1)

with T the mixed layer temperature (here in °C), H the mixed layer depth (in m), ∂T
∂t the temperature tendency

(here in °C s− 1), u the horizontal velocity vector and w the vertical velocity (here in m s− 1), ∇ the horizontal
gradient operator, κh and κz the horizontal and vertical diffusivity coefficients (here in m

2 s− 1), ρ0 the seawater
density taken constant at 1,026 kg m− 3, cp the seawater heat capacity taken constant at 3,991.9 J kg

− 1 °C− 1

(Madec et al., 2017) and Fsurf the surface HF (in J s
− 1 m− 2). The bracket notation refers to vertical averaging of the

quantity 〈x〉 = 1
− H∫

0
− H xdz. For a discussion on the dynamical relevance of those terms in the context of MHWs,

see Oliver et al. (2021). In order to maintain a concise and simple interpretation of the evolution of the mixed layer
temperature, the heat budget is simplified by grouping terms together as the lateral HF Qlat, the bottom HF Qbot
and the surface HF Qsurf . The surface HF encompasses thermal (longwave) and solar (shortwave) radiations, as
well as sensible and latent heat fluxes, surface weighted between air‐sea (open water) and ice‐sea (ice‐covered
ocean) areas. The calculation for the heat budget is done offline, using the daily outputs from the NAPA model.
Some diagnostic variables were not written out, including those necessary to calculate the vertical mixing and the
lateral eddy diffusivity and the offline calculation leads to numerical noise. In consequence, the budget cannot be
perfectly closed and leads to some residuals Qresi. The mixed layer temperature equation thus becomes

∂T
∂t
= Qlat + Qsurf + Qbot + Qresi (2)

To circumvent the lack of vertical mixing and advection calculation due to missing model outputs, a two‐layer
heat budget is proposed: a first heat budget is calculated for the lower layer encompassing the water column
between the mixed layer depth and the ocean floor as

∂T low

∂t
= Qlow

lat + Qlow
surf (3)

with T low the vertically‐averaged temperature of the lower layer and Qlow
lat the lateral HF for the lower layer. For

the lower layer of the water column, the bottom HF is null (geothermal fluxes are neglected in the present
configuration). Qlow

surf is the HF at the interface between the mixed layer and the lower layer of the water column
and is therefore the opposite of the bottom HF of the mixed layer: Qlow

surf = − Qbot. It accounts for vertical mixing,
entrainment (including mixed layer tendency, lateral induction and vertical advection) and solar radiation
penetrating deeper than the mixed layer and cannot be entirely calculated, as mentioned above. Yet, it can be
evaluated using Equation 3 and re‐injected in the mixed layer heat budget (Equation 2).

Following this tiling process, the remaining residuals are found to be small. They can nonetheless be used to
constrain uncertainties on the heat budget and the relative influence of each term. To do so, the residual term is
entirely attributed to the temperature tendency or heat fluxes terms, one after the other, providing upper and lower
bounds for each term (see Supporting Information S1).
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2.4. Reynolds Decomposition of Surface Heat Flux

In order to better analyze the relative contribution of each term to the MHWs, heat budget anomalies are
calculated by decomposing each term X in a slowly varying part X (the climatology) and a perturbation X′ defined
such that X′ = 0, as in a Reynolds decomposition. Equation 2 then becomes

∂(T + T′)

∂t
=

∂T
∂t
+

∂T
∂t
′ = Qlat + Q′lat + Qsurf + Q′surf + Qbot + Q′bot + Qresi + Q′resi (4)

Since an MHW is an extreme deviation from the climatology, we focus on the anomalies and the equation of
interest is

∂T
∂t
′ = Q′lat + Q′surf + Q′bot + Q′resi (5)

By integrating Equation 5 separately over the onset and the decay, one can determine the heat sources and sinks
that trigger or dissipate the extreme event and rank them for each MHW. The dominant process, contributing the
most as a source during the onset (or as a sink during the decay), is called the primary process; the next
contributing process is called secondary; we disregard the tertiary and higher processes for the remainder of this
study.

When applying Equation 2 to the surface mixed layer, the surface term is proportional to the ratio between the
surface HF and the mixed layer depth H:

Qsurf =
Fsurf

ρ0cpH

As mentioned earlier (Section 1), the shoaling of the mixed layer has been hypothesized to concentrate atmo-
spheric HF and facilitate the emergence of an MHW. In order to investigate the relative contributions of surface
HF and mixed layer change in the density of heat input in the surface mixed layer, Q′surf can be further
decomposed into contributing components. We find that

Q′surf =
1

ρ0cp
F′surf

1
H
+

1
ρ0cp

Fsurf(
1
H
)
′
+

1
ρ0cp

(F′surf(
1
H
)
′
)
′

(6)

For details, see Appendix A.

A hypothetical temperature with no shoaling Tns can be evaluated by removing the contribution of shoaling from
the temperature tendency:

∂Tns

∂t
=

∂T
∂t
−

1
ρ0cp

Fsurf(
1
H
)
′

(7)

which, when integrated from the beginning of theMHW t0 to some day t1 and assuming that T
ns(t= t0)= T(t= t0),

leads to

Tns (t = t1) = T(t = t0) +∫
t1

t0
(
∂T
∂t
−

1
ρ0cp

Fsurf(
1
H
)
′
) dt (8)

Similar calculation can be conducted by including the last term of Equation 6 to obtain another estimate of the
temperature with no shoaling influence, Tns*:

∂Tns∗

∂t
=

∂T
∂t
−

1
ρ0cp

Fsurf(
1
H
)
′
−

1
ρ0cp

(F′surf(
1
H
)
′
)
′

(9)
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The MHW algorithm (see Section 2.2) can then be applied to the new time series to estimate the influence of ice‐
melt induced shoaling on the MHW (Section 3.4).

3. Results
3.1. Case Study: The 2020 Siberian Heatwave

In the summer of 2020 an intense atmospheric heatwave occurred over Siberia, breaking several temperature
records and leading to notable forest fires (Ciavarella et al., 2021; Overland &Wang, 2021). A concurrent intense
MHW can be observed from satellite data products such as OISSTv2.1 (Figure 2a, gray dashed line, and Figure S2
in Supporting Information S1) (cf. also the MHW Tracker, http://www.marineheatwaves.org/tracker.html;
Schlegel, 2020). This MHW is well reproduced by the NAPAmodel and exhibits similar behavior, reaching a first
peak early June, a second peak in the first half of July, a third peak early August and a fourth peak end of August
(Figure 2a). While the satellite‐derived OISSTv2.1 product provides SST (Figure 2a, gray dashed line), our study
examines the MHW over the mixed layer (Figure 2a, black line), leading to a difference in the intensity simulated
by the model. This, associated with a difference of the baseline used to calculate the threshold, leads to the
detection of 4 MHWs in our analysis, while Huang, Wang, et al. (2021) only detect one, long MHW (see their
Figure 1). The local maxima are similar between both products, though the first peak from our model does not
exceed the threshold for the OISSTv2.1 product and is therefore not included in the MHW detected by the
satellite‐derived product.

The spatial evolution of the MHW in the NAPAmodel (Figures 2e–2i) is also consistent with the observed spatial
extent provided by OISSTv2.1 (Figure S2 in Supporting Information S1). A strong positive temperature anomaly
starts on the eastern part of Kara Sea in July, then intensifies over the Laptev Sea while decreasing in the Kara Sea
in August. Then the anomaly spreads over a large area encompassing Barents, Kara and Laptev Seas in September
to decay in October, except in the Laptev Sea. While the temperature anomalies are quantitatively similar in both
products (note the difference in colorbar), there are some discrepancies, with the MHW (area without hatches)
more widespread in the NAPA model than in the OISSTv2.1 product. This could be related to a lower threshold
for the mixed layer temperature, compared to the SST (we use the same baseline period for both products here).
There is also a significant difference in the ice extent, with ice melting faster in the NAPA model than in the
OISSTv2.1. The reanalysis product ERA5, used to force the model, is known to have a warm bias in the Arctic
that could lead to excessive ice melt (Batrak & Müller, 2019). It should also be noted that OISSTv2.1 does not
observe ice concentration directly but rather uses a set of merged products, potentially leading to biases (Reynolds
et al., 2007).

According to the model, all four onsets are primarily due to the strong atmospheric HF into the ocean (Figures 2b
and 2c) in consistency with the existence of the atmospheric heatwave at this time. The decays of each MHW are
led by different processes, with the first and third MHWs fading mostly due to bottom flux, the second one being
mainly cooled down by surface flux despite a strong source of heat from the bottom and the fourth MHW is
dissipated by lateral advection with some heat lost to the subsurface (Figures 2b and 2d). The decay of the second
MHW is co‐occurring with a decrease of the air temperature to 4.5°C on the 13 July 2020 and less incoming solar
radiation according to the ERA5 reanalysis product (not shown), explaining the anomalous atmospheric sink of
heat. The heat budget analysis provides a detailed description the mechanisms behind this specific event but can
also be used to obtain a general overview of the main processes for all MHWs in the Arctic Ocean.

3.2. Detected Arctic Marine Heatwaves and Dominant Processes

We then apply our method to the entire Arctic domain. We detect a total of 923 MHWs in all seasons between
2014 and 2021, the majority of them occurring in summer. The characteristics of those MHWs are spatially
variable, with the maximum mean intensity occurring at lower latitudes and on the shelves (Figure 3c). The
Hudson Bay and Kara Sea in particular see mean intensities exceeding 2.5°C (see Figure 1b for the location of the
most regularly mentioned places in this study). The longest MHWs occur on the Siberian Shelves (including Kara,
Laptev and Chukchi Seas) and over the Eurasian Basin, as well as in Baffin Bay, with MHWs that last over
40 days on average (Figure 3b). This is consistent with satellite‐derived MHWs (Huang, Wang, et al., 2021). The
number of days per year experiencing MHW conditions differs from the mean duration, as it is higher around
Svalbard, in Baffin Bay and at the Pacific gateway, in Chukchi Sea (Figure 3a). The main difference, occurring in
the Eurasian Basin where the mean duration is the longest and the number of MHW days is average, is due to a
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lower number of longer MHWs in that region. The good match with the currently published literature provides
confidence that the model is simulating realistic MHWs and is therefore likely to provide a useful description of
the main processes.

We apply the analysis presented for the 2020 Siberian MHW (Section 3.1) to all tiles and detected MHW
events. Two thirds of the modeled MHWs (between 66% and 69%) are onset by surface HF, while the rest of
the MHWs are equally triggered by lateral advection and by bottom HF (Figure 4a). Lateral advection plays
an important role nonetheless, being the secondary process in 52%–56% of the MHWs (Figure 4b). The decay
shows a different picture, with the highest number of MHWs being primarily dissipated by bottom HF
(43%–45%), closely followed by surface HF (40%–41%) (Figure 4d). Lateral advection primarily dissipates
only 15%–16% of the MHWs, but once again plays a significant secondary role for 38%–40% of them
(Figure 4e). This gives an overall picture of MHWs with different sources and sinks of heat during their onset
and decay. The small spread in those estimates show the small amplitude of residuals and therefore give
confidence in the heat budget (Figure 4, black whiskers). This general description of MHWs in the Arctic
Ocean provides an overall picture of the mechanisms at play. There remains the potential for temporal and
spatial variability of the dominating processes.

3.3. Marine Heatwave Processes: Spatio‐Temporal Variability

The occurrence of MHWs and their dominating processes for the onset and the decay differ strongly between
seasons (Figure S3 in Supporting Information S1). The winter (January to March) MHWs are scarce, amounting
to only 69 (7% of the total), but exhibit a contrast with the general overview provided earlier. Only 10% of them
are driven by the surface flux, while 48% are triggered by lateral advection and 42% by bottom flux. The winter
events are also mostly dissipated by surface flux (51%), in line with the expectation of cold atmospheric con-
ditions and ice formation. The three other seasons (spring, April to June, with 107 MHWs, summer, July to
September, with 591 MHWs and fall, October to December, with 156 MHWs) all show a dominance of the
surface HF for triggering the extreme events, but while spring and summer match the general picture of decay
being dominated by bottom flux, fall MHWs exhibit a sharp difference, with most events (70%) being dissipated
by the surface HF, in line with the above‐mentioned expectation of a cooling atmosphere and freezing conditions.

Figure 2. Illustration of the heat budget decomposition for the modeled Siberian Marine Heatwave of Summer 2020. This event was detected as four separate marine
heatwaves. (a) Detection of the Marine Heatwaves (red) and their peaks (blue dot), when the surface mixed layer temperature (black line) exceeds the 90th percentile
(green line); the climatology is also indicated (blue line), along with sea surface temperature from OISSTv2.1 product, for comparison (gray dashed line). (b) Time
series of the main heat budget terms and their cumulative role for the (c) onset and the (d) decay of each of the four detected marine heatwaves (MHWs) (temperature
tendency in black, lateral advection in blue, surface heat flux (HF) in yellow, bottom HF in red, residuals in gray). (e–i) Spatial evolution of the modeled MHW over the
Summer 2020. Each map is a snapshot of the mixed layer temperature anomaly on the 15th of the month (background colors), superimposed by the ice extent (ice
concentration higher than 15%, gray area). Areas with no detected MHW are also indicated (hatches). The model data shown here agree well with the satellite
observations (Figure S2 in Supporting Information S1). The tile illustrated in panels (a–d) is shown as a black square in panel (e).

Figure 3. Commonly used marine heatwave metrics averaged over each analyzed tile (dots): average number of days per year experiencing an marine heatwave (MHW)
(a), mean duration (b) and average mean intensity (c) of MHWs relative to climatology for the period extending from 2014 to 2021, for the simulated MHWs.
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The existence of an MHW during freezing conditions is counter‐intuitive and could be deemed paradoxical. To
explore the possibility for such an occurrence, a complementary view is provided by clustering the onset and
decay of MHWs by ice‐ocean freshwater flux (Figure S4 in Supporting Information S1). A positive flux means
the ice is melting. An arbitrary threshold of 1 kg of water per squared meter is used to divide between three states:
melt, freeze and no ice. Most MHWs detected in this study occur in melting conditions (61% for the onset, 53% for
the decay) and a third of them occur with no ice melt nor freeze. Surprisingly, a non‐negligible number (8%) of
MHW onsets occur while the ice is freezing and twice more MHWs (16%) are dissipated in those ice conditions.
An obvious explanation for the co‐occurrence of anMHWand freezing conditions is the use of the relatively large
tiles (around 200 by 200 km), which can agglomerate spatially diverse conditions. Another potential explanation
is the use of the mixed layer temperature to detect MHWs: while the temperature should theoretically be ho-
mogeneous in this layer, it is not always the case in practice and in a few rare instances those MHWs are occurring
at the subsurface while the ice is freezing at the top (not shown). The role of the freshening of the Arctic Ocean on
the detection of MHWs is also discussed in Section 4. Overall, the dominant processes of MHWs follow the same
progression as previously described, with the surface HF being dominant for the onset when the ice is melting or
gone and bottom HF dominating the dissipation of MHWs. The ice condition clustering does provide comple-
mentary information about the dissipation of MHWs, with bottom flux being more strongly dominant in no‐ice or
melting conditions. Surface HF dissipates most MHWs when the ice is freezing, unsurprisingly. The lateral
advection triggers over 60% of the MHWs when the ice is freezing, while around 30% of those are due to bottom
flux, supporting the hypothesis of spatially (horizontally or vertically) heterogeneous conditions to explain the
presence of MHWs during freezing conditions. The presence of sea ice is not only a seasonal pattern, but also
follows a latitudinal gradient.

Figure 4. General overview of the primary (a, c) and secondary (b, d) processes for all detected marine heatwaves (MHWs)
during the onset (a, b) and decay (c, d). Percentages are based on the total number of events detected in the numerical
simulation over the Arctic Ocean between 2014 and 2021. Whiskers show the full range of the number of driven MHWs,
when accounting for residuals as a measure of uncertainty.
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The patterns of the dominant processes of Arctic MHWs are reflected spatially as well (Figure 5). The surface HF
is the dominant onset process over most of the Arctic Ocean, except north of Bering Strait, in Baffin Bay and
along the eastern shore of Greenland, where it shares the role of triggering MHWs with either the bottom HF, or
with the lateral advection term in Baffin Bay and north of Bering Strait. During the decay phase, the surface HF
clearly plays a smaller role, though still important everywhere. The bottom HF plays a limited role during the
onset, apart from the above‐mentioned regions, and is a dominant process for the decay over most of the Arctic,
especially in Baffin Bay, Kara Sea, the Eurasian Basin and Hudson Bay. It is worth noting the absence of bottom
dissipation of MHWs in the Beaufort Gyre, further discussed in Section 4. The role of lateral advection exhibits
strong spatial patterns, mostly constrained to the shelves and Baffin Bay. Regions where onset and decay are
primarily driven by lateral advections are similar. Those locations are mostly consistent with known oceano-
graphic features, such as the northward inflow of warm Pacific waters through Bering Strait, the inflow of warm
Atlantic waters through the Barents Sea Opening, the recirculation of the West Greenland boundary current in
Baffin Bay and north of the Labrador Sea, or the anticyclonic Beaufort Gyre in the Central Arctic Ocean, which
would bring cold waters southward from the North Pole along the Canadian Arctic Archipelago to the Beaufort
Sea. This explains the importance of the advective term in this area during the decay, while being limited during
the onset.

Figure 5. Geographic distribution of the marine heatwaves (MHWs) primarily driven by lateral (a, d), surface (b, e) or bottom (c, f) heat fluxes, for the onset (a–c) and the
decay (d–f), according to the NAPA model. Each dot represents a tile and the size of the tile shows the proportion of the detected MHWs for that specific tile that are
driven by either lateral, surface or bottom HF; a white space means none of the detected MHWs in that tile are primarily driven by the associated HF; pale gray regions
indicate locations not covered by this study.
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3.4. Can Ice Melt Enhance a Marine Heatwave?

The asymmetry of the dominating MHWs process between onset and decay highlights differences in the
mechanisms at play. The overwhelming dominance of the surface HF during onset in ice‐melt conditions
(triggering over 75% of those MHWs) raises the question of a potential feedback mechanism that could explain
this. The albedo feedback is a typical suspect and the lateral advection of warm waters triggering the onset of ice
melt and therefore of an albedo feedback event has been documented in the Chukchi Sea (Woodgate et al., 2010).
According to the geographical distribution of MHWs onset by lateral advection (Figure 5), such events can be
expected in the Chukchi Sea, but also in Baffin Bay and north of the Barents Sea Opening.

Another potential feedback mechanism is related to ice melt. The stratification induced by meltwater tends to
shoal the mixed layer, leading to a smaller volume to heat and therefore facilitating the onset of an MHW. The
MHW would in turn generate more ice melt, therefore inducing a positive feedback loop. This mechanism has
been hypothesized by other studies (Hu et al., 2020) but not demonstrated because of the lack of available mixed
layer observations. The model outputs can provide critical information to corroborate or refute the existence of
such an ice melt—MHW positive feedback. To this aim, a Reynolds decomposition of the surface HF is con-
ducted, as described in Section 2.4.

Figure 6. Illustration of the Reynolds decomposition of the surface heat flux (HF) during the summer 2020 Siberian Heatwave. (a) Detection of the marine heatwave
(MHW) (red) when the modeled mixed layer temperature (black line) exceeds the 90th percentile (green) and impact of the mixed layer shoaling on the MHWwhen the
shoaling term Fsurf ( 1H)′ is excluded (T

ns, black dashes; see Equation 7) and when both shoaling and covariance Fsurf ( 1H)′ + (F′surf (
1
H)
′)′ are excluded (T ns*, gray dots; see

Equation 9). The climatology is also indicated (blue). (b) Modeled freshwater flux between the ice and ocean, due to ice melt or ice formation. (c) Reynolds decomposition
of the surface HF, following Equation 6: the total surface HF (black line) is the sum of its climatology (blue), the anomalies due to the surface HF only (green), the
anomalies due to the variations of the mixed layer depth only, a.k.a. the shoaling term (red) and the covariance between both anomalies (purple). (d) Location of the tile
analyzed here (black dot). Note that this tile is slightly northward of the one analyzed in Figure 2, to better illustrate the potential influence of the mixed layer shoaling.
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The terms of interest (from Equation 6) to determine the role of ice melt in the onset of an MHW are those related
to the anomalous mixed layer depth, called hereafter the shoaling term Fsurf ( 1H)′ (note that this shoaling term can
also encompass deepening of the mixed layer, though the Marine Heatwave Tracker this is rarely the case in this
context) and the covariance term (F′surf ( 1H)′)′ (Figure 6c, red and purple lines). The first term accounts for changes
of the mixed layer heat input due to the shoaling, if climatological surface HF was applied, while the second term
looks at the correlated impact of the mixed layer shoaling projected onto the anomalies of surface HF. The
respective contributions of those terms to the mixed layer temperature anomalies can be calculated by dividing by
ρ0cp and integrating over the MHW duration, then removed from the mixed layer temperature to obtain an ex-
pected temperature without mixed layer shoaling (see Equations 7 and 9). In the case of the modeled summer 2020
Siberian MHW, the ice melt occurring in June and beginning of July (Figure 6b) creates an anomalous shoaling of
the mixed layer, but is not enough to compensate the anomalous negative surface flux (Figure 6c, green line)
which leads to colder than climatological conditions (Figures 6a and 6c, black line). The fast warming of the
mixed layer starts early July with the positive HF anomaly (the mixed layer depth anomaly is close to 0), until the
mixed layer temperature exceeds the threshold on the 25 July, marking the beginning of the MHW at this location.
It is interesting to note that the surface flux anomaly decreases after that date but is partly compensated by the
mixed layer depth anomaly increase, sustaining the MHW. In other words, ice melt—mixed layer depth shoaling
feedback helps to lengthen the MHW after it has been initiated. When removing this shoaling‐generated warming
from the mixed layer temperature, the resulting anomalous temperature still results in an MHW, but does not
reach the same peak value and drops below the threshold 11 days earlier than in the actual temperature (Figure 6a,
dashed black and dotted gray lines). The impact can even be seen for the rest of the summer, with the second
MHW also reaching lower intensity and duration, or even not happening at all if including the covariance of
shoaling and surface HF anomalies (F′surf ( 1H)′)′. Nonetheless, the dominant process driving the MHW onset re-
mains the surface flux anomaly. The term encompassing the mixed layer depth anomaly increases while the melt
flux goes back to 0, indicating that there is no ice to melt anymore, but this doesn't discard the previous ice melt as
a main reason for the shoaling, since the anomalies are relative to the climatology. While the shoaling could be
due to several physical processes, including lower wind mixing, the wind stress doesn't exhibit any significant
anomalies during July 2020 (not shown).

The focus on this specific event is instructive on the relative behaviors of the decomposed terms, but it does not
provide a robust conclusion on the overall impact of ice melt onto the surface HF. Following a similar approach as
with the heat budget process ranking, each of the Reynolds decomposition term can be integrated during the onset
of each MHW and then ranked. According to this calculation, the vast majority (88%) of the modeled MHWs
whose onset is triggered by the surface heat term are dominated by the surface HF anomaly F′surf

1
H, while the rest

(12%) are driven by the mixed layer anomaly term Fsurf ( 1H)′; the third term, accounting for the covariance of both
anomalies, is nearly always negligible when ranking drivers. The ice melt—MHW feedback therefore doesn't
seem to be a significant process in the onset of extreme temperature events in the Arctic Ocean. But as
demonstrated in the specific case of the Siberian MHW, the shoaling can extend and intensify MHWs. Using the
same approach as earlier, Fsurf ( 1H)′ and (F′surf (

1
H)
′)′ can be converted into mixed layer temperature contributions

and removed from the actual temperature, to then estimate the change on the MHW properties. Removing the first
term only or both can provide bounds on the impact of ice‐induced mixed layer shoaling. When conducting this
analysis on the 335 MHWs that are primarily driven by surface HF and during whose onset the shoaling term is
positive, it can be calculated that 10%–15% of those MHWs have a duration that drops below the 5 days limit in
the absence of mixed‐layer shoaling, meaning those would not be considered as MHWs anymore (consistent with
the previous estimate of 12% of MHWs triggered by the mixed layer depth anomaly). More importantly, the mean
duration is reduced by 18%–25%, the mean intensity by 19% (19.1% and 18.6% for each method, respectively) and
the cumulative intensity by 29%–31% (Figure S5 in Supporting Information S1). The shoaling term has a limited
impact on the peak intensity, reducing it by 1%–5% only. This indicates that these simulated MHWs are primarily
triggered by surface HF anomalies but are then prolonged by the shoaling term.

3.5. Salinity‐Induced Trends of Winter Arctic Temperature

The presence of sea ice in the Arctic Ocean is due to its β‐stratification, induced by salinity rather than tem-
perature as is the case in most of the world ocean. This β‐stratification is controlled by high freshwater inputs
predominantly from Arctic river discharge (Carmack, 2007). As a consequence, the winter temperature reaches
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the freezing point, which is a function of salinity. The winter temperature is therefore salinity‐constrained, leading
to interesting considerations on the role of salinity in the presence of MHWs in the Arctic.

In the framework provided by Hobday et al. (2016), an MHW is defined as temperature excess relative to the 90th
percentile. If the winter temperature is consistently near the freezing point, the threshold would be very close to
the climatology. Even small departures of the winter temperature from this climatology would therefore match the
definition of an MHW. Such a small departure could be induced by vertical mixing with warmer subsurface
waters, or by transient eddies. Another cause for such a departure could be a long‐term trend in the salinity, since
such a trend would change the freezing point. The Arctic Ocean has been steadily freshening over the last two
decades at least (e.g., Brown et al., 2020; Proshutinsky et al., 2019), leading to a higher freezing point and thus
rising wintertime surface temperatures.

Using the mixed‐layer salinity from the model, the freezing point can be calculated over the Arctic. The ice‐
covered temperature closely follows the calculated freezing point, providing confidence that salinity is con-
trolling the winter temperature over the Arctic Ocean in the NAPAmodel (Figure 7). The simulated freshening in
March (month of maximum ice extent) over 2014–2021 is of the order of 1 psu per decade in the Central Arctic
Ocean (North of 80°N) and leads to an increasing trend of the freezing point of up to 0.1°C per decade over most
of the central Arctic Ocean, with some spatial variation. The Siberian shelves, including the Chukchi, Laptev and
Kara Seas exhibit a decreasing trend, particularly close to the main river estuaries, but the climatology‐based
treatment of river runoff in the model might limit the robustness of the trend calculation in those areas. Super-
imposed on the linear trend, interannual variability of salinity also affects the freezing point and complicates the
interpretation of winter MHWs (e.g., Figure 7b).

The freshening‐induced increasing trend alone, of a magnitude close to 0.1°C per decade, is enough to occa-
sionally raise the winter temperature above the threshold (Figures 7a and 7b, red periods). In other words, those
specific MHWs are triggered not by a HF, but by a freshwater flux. The introduction of the criteria on MHW
intensity relative to the climatology is enough to discard those events in most cases, but not always (Figure S1 in
Supporting Information S1). The relevance of those events is discussed in the next section.

4. Discussion and Conclusion
Processes leading to MHWs in the Arctic Ocean are elucidated using a coupled ice‐ocean model and a surface
mixed layer heat budget approach for the onset and decay of the extreme temperature events. The seasonality and

Figure 7. Impact of the Arctic freshening onto the mixed layer winter temperature and on winter marine heatwaves. (a) Map of the trends of the freezing point in the
mixed layer in March, due to the Arctic salinity trend, for each of the tiles of the domain of the NAPA model (dots). Two representative examples are illustrated, for
(b) the central Beaufort Gyre (black circle) and (c) the Laptev Sea (gray square), showing the mixed layer temperature (black line), the climatology (blue line), the 90th
percentile threshold (green line), the freezing point calculated from surface salinity (light blue line) and the periods when this freezing point exceeds the MHWdetection
threshold (red areas). The increasing trend for the freezing point in March is also shown (red dashed line).
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geographic distribution are revealed, including relations with the ice‐ocean melt flux. The surface HF, dominated
by atmospheric HF, is the main process for the onset of most (two thirds) of the detected MHWs, over the whole
Arctic and at all seasons, except during freezing conditions when lateral advection becomes the dominating
process, along with bottom HF. MHWs are mainly dissipated by the bottom HF, through vertical mixing and
entrainment, with the exception of freezing conditions when heat is lost at the surface to the cold atmosphere or
the sea ice. Lateral advection is the main secondary process in both onset and decay.

With the Arctic Amplification leading the Arctic Ocean from a perennially toward a seasonally ice‐covered
ocean, the role of the surface HF can be expected to gain in importance for the onset of MHWs, with more
and more open waters and therefore a strengthening of the albedo feedback. Most of the Arctic MHWs are already
driven by surface HF and this can be expected to increase. It is worth noting that due to this albedo feedback, along
with the strong stability of the lower Arctic atmosphere, the dominant part of the surface HF is composed of the
solar and longwave radiation and not the sensible HF driven by the surface air temperature, in line with the
scientific literature (Serreze et al., 2007) and contrary to what has been suggested recently (Huang, Wang,
et al., 2021).

The dissipation of MHWs exhibits seasonal and geographic variability, but is mainly a consequence of bottom
HF, over most of the Arctic, according to our model. Subsurface waters are dominantly colder than the surface
mixed layer waters during MHWs, cooling the mixed layer when mixing with it. The reduced sea ice concen-
tration can increase wind mixing (Rippeth & Fine, 2022) and the retreat of the ice edge over continental shelves
can induce downwelling (Carmack & Chapman, 2003). The Beaufort Gyre and the Chukchi Sea are an interesting
exception, where the β‐stratification of the Arctic allows for the presence of the Near Surface Temperature
Maximum, a seasonal warm layer of water sitting below the mixed layer and heated by solar radiation penetrating
deeper than the halocline in the oligotrophic waters (Jackson et al., 2010). While our model reproduces well the
existence of this Near Surface Temperature Maximum, its geographic extent is more constrained than in other
studies (e.g., Steele et al., 2011, not shown). Its presence means that any vertical mixing would occur with warm
waters, reducing the potential for cooling the mixed layer, and therefore explains well the reduced bottom
dissipation and even the onset of MHWs, specifically in winter, over the Chukchi Sea and the south‐western side

Figure 8. Conceptual summary of the primary methods of formation and decay of marine heatwaves (MHWs) in the Arctic Ocean. (a) Schematic view of the life of an
Arctic MHW: surface heat flux (HF) (yellow) initiates positive mixed layer temperature anomalies dissipated by bottom HF (dark red) that can lead to positive
subsurface temperature anomalies; lateral heat fluxes (blue) can also play a role in triggering and dissipating MHWs. (b) Shoaling of the mixed layer due to ice melt,
leading to an MHW; conceptual description of the contribution of ice‐induced shoaling (red line) onto mixed layer temperature (black line) and shape of an MHW
without it (green line). MLD stands for Mixed Layer Depth and MLT for Mixed Layer Temperature.
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of the Beaufort Gyre. For the eastern side of the Beaufort Gyre, though, its absence in our model does not explain
the lack of bottom dissipation. Two main reasons can explain this: the first is the very small number of MHWs in
this area (Figure 3c), the second is the denser ice pack which reduces the wind‐induced vertical mixing.

For most of the Arctic Ocean, and particularly for spring and summer seasons, simulated MHWs are mainly
triggered by surface HF and dissipated by bottomHF, therefore providing a pathway for heat from the atmosphere
to the subsurface (Figure 8a). Out of the 923 MHWs detected, 302 are predominantly triggered by surface and
dissipated by bottom heat fluxes, while 237 are seeing the surface HF dominating for both onset and decay. The
rest is divided among the other cases. The surface triggered and bottom dissipated MHWs, which represent 33%
of the total, are overall shorter but more intense than the other types ofMHWs (not shown). A quantification of the
associated energy validates this higher intensity and supports a transfer of heat to the subsurface ocean for this
category of MHWs. This heat could be either stored on the long term in the underlying waters (Pacific Summer
waters over the Amerasian Basin, Atlantic waters over the Eurasian Basin) or reinjected in the mixed layer in
winter when the mixed layer deepens during ice formation. The impact of stored solar heat on sea ice has been
documented (e.g., Smith et al., 2018; Timmermans, 2015; Timmermans et al., 2018). The physical impacts of
MHWs can be hypothesized to be similar, yet more extreme by definition. MHWs that are triggered and dissipated
by surface HF represent 26% of the total and are overall longer but less intense than average (not shown). Those
MHWs act as a temporary storage of atmospheric heat in the surface ocean. MHWs that are onset by surface HF,
laterally advected to another area to then be dissipated by surface HF would play the same role, though this spatial
evolution is more complicated to follow and is outside the scope of this study.

In spring, the ice melt shoals the mixed layer and is therefore hypothesized to concentrate the atmospheric heat,
potentially leading to MHWs and more ice melt (Figure 8b). Our results support part of this hypothesis:
conceptually, the surface HF anomaly is the determining factor for triggering the timing and peak of anMHW, but
the shoaling prolongs it beyond its expected decay. As mentioned earlier, the atmospheric HF is mostly due to
solar radiation, which can penetrate deeper than the mixed layer in oligotrophic waters. This process is at the root
of the Near Surface Temperature Maximum in the Chukchi Sea and the southern parts of the Amerasian Basin
(Jackson et al., 2010; Steele et al., 2011). Therefore, the impact of melt‐induced shoaling on the heat input in the
surface mixed layer is likely to be limited. Nonetheless, the Reynolds decomposition of the surface HF does
support the existence of a noticeable impact, as the shoaling of the mixed layer is responsible for 18%–25% of the
MHW duration and increases their mean intensity significantly (Figure S5 in Supporting Information S1). It is
also the dominating process for the onset of 12% of the surface‐driven MHWs. Here, the impact of shoaling on
MHW metrics is only accounted for during the MHW itself (see Section 2.4), but preconditioning could also be
significant. Integrating the mixed layer shoaling effect from the beginning of the ice melt rather than the during
the MHW would lead to even more important changes in the MHW properties, as would integrating the shoaling
effect over the whole summer period if several MHWs are occurring during one summer. This is well illustrated in
the case of the summer 2020 Siberian MHW, for which the secondMHWwould not even occur if the contribution
of both shoaling effect terms was removed from the temperature tendency from the start of the first MHWuntil the
end of the second one (Figure 6a, dotted gray line). The estimates provided in this study should therefore be
considered as conservative. A limitation of this analysis is that, while we are confident that the shoaling is mostly
due to ice melt in the β‐stratified Arctic Ocean, we cannot exclude the influence of wind mixing, precipitation or
other processes leading to a change in the stratification. The methodology developed in this modeling study could
prove helpful in other, thermally stratified parts of the global ocean to disentangle the self‐reinforcing effect of
surface MHWs strengthening the mixed layer stratification. It is also worth mentioning that in eutrophic waters on
the Eurasian side of the Arctic Ocean, the ice melt‐induced stratification may generate phytoplankton blooms and
reduce the efficiency of the vertical sinking of organic matter, increasing organic matter concentration in the
surface and allowing for more solar radiation absorption at the surface. While we do not resolve the biologically
driven absorption changes, this process is unlikely to significantly impact the results of this study.

The temperature anomalies can be advected, especially on the shelves and northward of the main Arctic gateways
following the general oceanic circulation features (e.g., Rudels & Carmack, 2022). This has been found to trigger
ice melt and the onset of an albedo feedback loop north of the Bering Strait (Woodgate et al., 2010). Our analysis
supports those findings and provides the location of further hotspots where such processes could regularly occur,
including the Barents Sea Opening, the Siberian Shelves and Baffin Bay. Therefore, upstream MHWs should be
considered as a potential source of basal melt or of ice formation delay when investigating sea ice seasonality
changes.

Journal of Geophysical Research: Oceans 10.1029/2023JC020324

RICHAUD ET AL. 16 of 21

 21699291, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JC

020324 by C
ochrane C

anada Provision, W
iley O

nline L
ibrary on [14/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



MHWs in seasonally ice‐covered oceans present specific challenges to properly define and detect them. In this
study, we use a relatively short time series of 8 years, compared to the recommended 30 years (Hobday
et al., 2016). Other studies have used short time series with success (e.g., Oliver et al., 2017). It has also been
shown that using 10 years provides MHWs that “are not appreciably different from the MHWs detected with
30 years” (Schlegel et al., 2019). Moreover, the characteristics of Arctic MHWs detected using the short baseline
(Figure 3) matches the spatial patterns provided by other studies using a longer baseline (e.g., Huang, Wang,
et al., 2021), despite differences in the products used (modeled mixed‐layer temperature compared to satellite‐
derived SST). Using SST from OISSTv2.1, it can be seen that using a 30‐year baseline lowers the threshold
compared to using an 8‐year baseline over recent years. This effect is due to the long‐term warming trend,
particularly important in the Arctic region. The detected MHWs are longer and more intense when using a longer
baseline (Figure S6 in Supporting Information S1). The drivers of the longer MHWs could be decomposed into a
component related to the long‐term warming and a component related to oscillations around the warming. With a
shorter baseline, only the latter component is captured. It can be expected that the surface HF forcing for MHW
onset would likely be more important with a longer baseline, as it would include more of the long‐term albedo
feedback and atmospheric warming. It is less obvious to estimate how the decay drivers would change when
using a longer baseline. The observed warming of the subsurface Pacific and Atlantic waters (Timmermans
&Marshall, 2020) could be an indication of increased downward vertical heat transport, especially on the shelves
(Timmermans et al., 2018), but could also reduce the capacity of the surface mixed layer to export heat below on
the long term, as the temperature differential diminishes. On the other hand, a more mobile ice pack can increase
wind‐induced vertical mixing, but the direction of the associated HF would depend on the vertical temperature
gradient. A change of the baseline for the Siberian MHW presented in Section 3.1 hints toward a stronger surface
HF for the onset and a stronger bottom HF for the decay (not shown), but further investigation is necessary to
properly fill this knowledge gap. The lateral HF would likely be impacted as well. During onset and using a longer
baseline, this term might increase at the Arctic gateways, as it would incorporate more of the long‐term increased
heat transport from Atlantic and Pacific into the Arctic. Its role during MHWs decay could also increase, as the
more mobile ice pack in recent decades would allowmore lateral exchanges in the marginal ice zone with freezing
waters. It should be pointed out that as the threshold is defined using the 90th percentile, and because the warmer
years are recent years in the context of a fast‐warming Arctic, a long and a short baseline will capture a relatively
similar threshold (the distribution tail would be similar), despite the climatologies being potentially different.

Another difficulty to detect MHWs in the Arctic is related to the highly stable temperature in winter conditions,
which leads to a threshold close to the climatology. A shortened ice season means that the earlier open water
conditions are quickly detected as MHWs. While some studies tend to restrain their scope to summer MHWs or
introduce a high, summer‐defined threshold, we kept all MHWs that exceed the mixed layer temperature
climatology by more than 0.1°C. Despite this threshold added to the classic definition (Hobday et al., 2016), some
of the detected MHWs still occur in winter in ice‐covered conditions, due to the increasing trend of the freezing
point related to the freshening of the Arctic. Considering that the freshening of the Arctic has been observed for
several decades (Rudels & Carmack, 2022), using a longer baseline would increase the number of those winter
MHWs and lengthen them. Detrending the time series for each day of the year would likely be a solution to get rid
of the freshening‐induced MHWs, if this was desired. The literature on decadal trends of the winter mixed layer
temperature in the Arctic is scarce due to the lack of in‐situ and satellite observations in ice‐covered regions. The
Arctic is therefore often blanked out (e.g., Meredith et al., 2019), but the few available estimates are in line with a
trend of 0.1°C per decade (J.‐L. Chen et al., 2019; Fox‐Kemper et al., 2021). The higher winter temperature does
not only trigger MHWs in the winter, but also raises the starting point of the seasonal cycle, meaning that for
identical seasonal heat forcing, the summer maximum temperature will also be higher, potentially increasing the
number of summerMHWs. The general warming trend is also an issue in other seasons, but those have been better
studied, especially in other parts of the global ocean (Oliver, 2019).

The relevance of cold season MHWs is difficult to quantify. They may have physical consequences on ice
growth and melt and on the rest of the seasonal cycle, which shouldn't be overlooked. Their biological and
biogeochemical impacts are beyond the scope of this study, but it should be noted that the temperature and
salinity of sea ice control the sympagic (i.e., inside the ice) carbonate cycling (e.g., Delille et al., 2014;
Moreau et al., 2015). Moreover, ecosystems adapted to the stable Arctic environment cannot shift their
latitudinal range, contrarily to what is seen at other latitudes. On the other hand, a warming baseline can
expand the habitat of some species, such as kelp (Goldsmit et al., 2021). The impact of MHWs on
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ecosystems is a thriving topic for the rest of the global ocean (Hobday et al., 2018; Oliver et al., 2019;
Smale et al., 2019) and specific events have been regularly documented, whether during the North Pacific
“Blob” (Walsh et al., 2018), the 2003 Mediterranean MHW (Garrabou et al., 2009) or the Tasmanian MHW
of 2015–2016 (Oliver et al., 2017). In the Arctic as well, some studies have identified immediate responses
of fish to extreme events (Husson et al., 2022) and the complex but important ecological consequences of
sea ice loss are an active field of research (e.g., Arrigo & van Dijken, 2011; Lannuzel et al., 2020). Studies
disentangling the impact of the extreme events from the amplified Arctic trend on the local ecosystems are
scarcer but highly needed, including those dedicated to benthic ecosystems that could be vulnerable to the
subsurface fate of heat uncovered in this study.

Appendix A: Reynolds Decomposition

Because ρ0cp is constant, the decomposition is restrained to the
Fsurf
H term:

Fsurf
H

= (Fsurf + F′surf) (
1
H
+ (

1
H
)
′
)

= Fsurf
1
H
+ F′surf

1
H
+ Fsurf(

1
H
)
′
+ F′surf(

1
H
)
′

(A1)

The first term on the rhs is the climatology of the surface heat flux (HF) in the mixed layer, the second term, called
the HF anomaly term, accounts for the anomaly of heat due to changes in the HF only, the third term, called the
shoaling term, accounts for the heat anomaly due to changes in the mixed layer depth only and the last term
represents influence of co‐occurring anomalous changes in both the surface HF and the mixed layer depth. The
time‐mean of this last term is not null, though it is very small and could be neglected (not shown):
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The time‐mean part of the covariant term F′surf (
1
H)
′ needs to be added to the climatological term of Equation 6 to

fully retrieve the climatological surface HF of Equation 5:
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The other terms of Equation 6 including the anomalies of the covariance term (F′surf ( 1H)′)′ are contributing to the
anomalous surface HF

Q′surf =
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(A4)

Similarly to the full heat budget approach, one can integrate each of those terms during the onset and decay of an
marine heatwave to get a contribution to the temperature anomalies in °C and therefore determine the dominating
mechanism, between the surface HF or the variation of the mixed layer depth.

Data Availability Statement
The ERA5 reanalysis product (Hersbach et al., 2020) was made available through Copernicus Climate Change
Service. Processed data and code used for this manuscript are publicly available at https://zenodo.org/doi/10.
5281/zenodo.10246840 (Richaud et al., 2023).
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