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ABSTRACT Long-term changes and year-to-year variability in sea ice conditions on the northern Labrador 
(Nunatsiavut) coast and shelf have important influences on regional climate, marine ecosystems, and coastal com
munities. The drivers of sea ice variability in this region are poorly understood despite being critical for planning 
for future changes. Here, we evaluate the spatial and temporal trends and variability of sea ice area, concen
tration, thickness, and volume over the Labrador Shelf between 1979 and 2021 based on Canadian Ice Service 
sea ice charts. We characterise the seasonal cycle into two phases: a growth phase (December to January) 
and a peak phase (February to April). We then use Empirical Orthogonal Function analysis on mean ice thickness 
to identify the dominant modes of variability, and use correlations and simple physical models to investigate the 
relationships between these modes and thermodynamic forcing variables. Around 68% of the total variability can 
be explained by the first two modes (Mode 1: 52.6%; Mode 2: 15.2%). The first mode represents sea ice volume 
changes across the entire shelf, mainly driven by remote air temperature variations, with a smaller but non-neg
ligible influence from local anomalies. The second mode represents a cross-shelf dipole structure that may be 
linked to the dynamic effects of winds and ocean currents.

RÉSUMÉ [Traduit par la rédaction] Les changements à long terme et la variabilité annuelle des conditions de la 
glace de mer sur la côte et le plateau du nord du Labrador (Nunatsiavut) exercent des influences importantes sur 
le climat régional, les écosystèmes marins et les collectivités côtières. Les facteurs de variabilité de la glace de 
mer dans cette région sont mal compris, bien qu’ils soient essentiels à la planification des changements futurs. 
Nous évaluons ici les tendances spatiales et temporelles et la variabilité de la superficie, de la concentration, 
de l’épaisseur et du volume de la glace de mer sur le plateau du Labrador entre 1979 et 2021, en se fondant 
sur des cartes des glaces de mer du Service canadien des glaces. Nous caractérisons le cycle saisonnier en 
deux phases : une phase de croissance (décembre à janvier) et une phase de pointe (février à avril). Nous utilisons 
ensuite l’analyse des fonctions orthogonales empiriques sur l’épaisseur moyenne de la glace pour identifier les 
modes dominants de variabilité, et nous utilisons des corrélations et des modèles physiques simples pour 
étudier les relations entre ces modes et les variables de forçage thermodynamiques. Environ 68% de la variabilité 
totale peut être expliquée par les deux premiers modes (mode 1 : 52,6%; mode 2 : 15,2%). Le premier mode repré
sente les changements de volume de glace de mer sur l’ensemble du plateau, principalement induits par les vari
ations de la température de l’air à distance, avec une influence plus faible, mais non négligeable des anomalies 
locales. Le second mode représente une structure dipolaire entre les plateaux qui peut être liée aux effets dyna
miques des vents et des courants océaniques.

KEYWORDS Sea ice; variability; Canadian east coast; labrador; nunatsiavut

1 Introduction

Sea ice is a vital component of the Arctic and sub-Arctic 
oceanographic systems, serving as a key regulator of ocean- 
atmosphere exchanges. The northern Labrador Shelf (LS), 
located off Nunatsiavut, the northeast coast of Canada (Fig. 

1), experiences seasonal ice cover which impacts the regional 
climate (Kvamstø et al., 2004), serves as a habitat for a diver
sity of marine species and sympagic fauna, and is integral for 
Labrador Inuit whose livelihoods are tightly linked to the 
ice (Brice-Bennett, 1977). Past sea ice conditions and 
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their drivers for this region have not been well documented in the 
scientific literature, but are essential for understanding those in 
the present and future. This paper investigates the role of thermo
dynamic forcing on the long-term trends (1980–2021) and inter
annual variability of sea ice on the LS.

Understanding the sea ice response to atmospheric and 
oceanic forcing requires addressing the relative roles of ther
modynamic and dynamic processes, which are not consistent 
across temporal and spatial scales. In the high Arctic, 
warming atmospheric temperatures are the dominant driver 
of sea ice decline (Meier & Stroeve, 2022). Studies on the 
Newfoundland and Labrador Shelf (e.g. Deser et al., 2002; 
Peterson et al., 2015; Prinsenberg et al., 1997) have found 
that thermodynamics play a key role on regional sea ice varia
bility. Sea ice metrics in the neighbouring Gulf of St. Lawrence 
have also been found to be driven by air temperature (Gal
braith, Sévigny et al., 2024). Despite these findings, the 
drivers of interannual variability and trends specific to the LS 
remain unclear, as they are complexly linked to a combination 

of local (LS-scale) growth and non-local advection. For 
instance, Cyr et al. (2022) found that winter air temperatures 
at Cartwright correlate strongly with ice metrics on the New
foundland Shelf but not offshore of Cartwright, indicating 
that strong ice cover is associated with cold air temperatures 
in the source area even after it is advected away.

The sea ice composition on the LS is spatially complex, and 
different patterns of variability are found amongst regions. The 
ice originates from multiple sources, including local thermodyn
amic formation and advection from remote sources. Advection 
of sea ice onto the LS occurs along three major pathways: the 
Baffin Island Current (BIC), the West Greenland Current 
(WGC), and outflow from Hudson Bay (Fig. 1; Loder et al., 
1998). The relative contributions of these sources vary season
ally and interannually, depending on both local and remote 
atmospheric and oceanic conditions (Cuny et al., 2005). The 
WGC, a northward extension of the East Greenland Current, 
transports a large fraction of Arctic exports from Fram Strait 
into Baffin Bay (Serreze & Francis, 2006). It flows along the 
eastern side of Davis Strait where it circulates cyclonically 
around Baffin Bay. Outflows from the Canadian Arctic Archi
pelago combined with the WGC form the southward flowing 
BIC, which transports sea ice along the western side of the 
Baffin Bay to the Labrador Sea (Tang et al., 2004). A smaller 
fraction of sea ice enters the LS through Hudson Strait 
(Straneo & Saucier, 2008). Nearly all of the pack ice on the 
LS is of advective origin (Symonds, 1986), and ice floes can 
originate anywhere along these pathways as far upstream as 
the Arctic Ocean. A large fraction of pack ice on the LS orig
inates from the northern Labrador Sea, where sea ice production 
(mostly first-year ice) is modulated by the amount of available 
freshwater in the region (Close et al., 2018). On the LS, the Lab
rador Current, composed of two major branches, dominates the 
surface circulation. The main (offshore) branch of the Labrador 
Current is a strong current (mean speed 25 cm/s at the surface, 
Han et al., 2008) that flows along the continental slope (1000 m 
isobath) and forms the thermohaline front over the continental 
shelf that separates cold and fresher shelf waters from relatively 
warm and salty North Atlantic waters. The inshore branch near 
the coast is relatively weak, with surface velocities roughly half 
of those of the main branch (Lazier & Wright, 1993) and is pri
marily an extension of the outflow from Hudson Strait (Flor
indo-López et al., 2020).

Sea ice conditions on the LS, including the length and 
timing of the sea ice season, exhibit strong interannual varia
bility (Cavalieri & Parkinson, 2012; Close et al., 2018; Deser 
et al., 2002; Peterson et al., 2015; Prinsenberg et al., 1997). 
Freeze-up and break-up dates can vary annually by over a 
month (Canadian Coast Guard, 2022), and the relative contri
butions of advective sources vary seasonally and interannu
ally, depending on both local and remote atmospheric and 
oceanic conditions (Cuny et al., 2005). Variability of local 
air and sea surface temperatures may affect the integrity of 
landfast ice, and anomalously warm temperatures can 
increase melt rates (or limit growth rates) of advected pack 
ice on the shelf. In addition, the LS is subject to frequent 

Fig. 1 Schematic of the general region and the study domain. The current 
systems are shown as black arrows. The 200 m, 1000 m and 3000  
m bathymetric contours are shown in grey. The blue shaded region 
is Nunatsiavut and the black box represents the study domain. The 
orange line is the 15% contour of 1980–2021 March and April 
mean ice concentration from the CIS charts.
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storms during the fall and winter months which can break up 
the ice and inhibit ice growth (Parkinson & Comiso, 2013). 
The presence of the Labrador Current System and strong per
sistent winds make the sea ice in this region highly dynamic. 
The goal of this study is to answer the question: how much of 
the total sea ice variability can be explained by thermodyn
amics? Quantifying this relationship is critical for improving 
ice and weather forecasts and making predictions about the 
sea ice response to future climate change.

In this paper, we examine the thermodynamic drivers on 
temporal and spatial variability of sea ice on the LS using 
41 years of sea ice data from the Canadian Ice Service 
(CIS) with a specific focus on mean ice thickness (the 
product of ice concentration and thickness per grid cell). 
The data and methods are described in Sections 2 and 3. In 
Section 4, we show that the seasonal cycle of sea ice is domi
nated by the variability of sea ice thickness transported onto 
the shelf. The long-term trends are negative for sea ice area, 
thickness, and volume nearly across the entire domain. The 
two leading modes of sea ice variability derived from Empiri
cal Orthogonal Function (EOF) analysis and their relation to 
atmospheric and oceanic variables during 1980–2021 are pre
sented in Section 5. We show that the majority of sea ice 
variability is driven by remote air temperature variations. 
The discussion and conclusion are in Sections 6 and 7.

2 Data
a Sea ice
We use sea ice data from the CIS Digital Archive (CISDA: 
https://iceweb1.cis.ec.gc.ca/Archive/). The CISDA is a compi
lation of regional weekly ice charts derived from expert-ana
lysed synthetic aperture radar imagery integrated with all 
available real-time information on sea ice including oceano
graphic and weather conditions and visual observations from 
ships and aircraft. These ice charts are provided as ArcInfo 
E00 format shapefiles. The CIS represents sea ice conditions 
using the World Meteorological Organization (WMO) egg 
code, assigning these to polygons each of relatively uniform 
sea ice conditions. Ice attributes including concentration and 
stage of development are contained in each egg as a separate 
data column and are the two variables used in this study. Sea 
ice concentration (SIC) represents the percent of ice cover 
within a defined area (in tenths) which we convert to percent. 
Stage of development, or stage of growth, is a qualitative 
metric used to categorise ice types based on age, and we use 
it here to estimate ice thickness (SIT; Table 1). The egg code 
convention divides each ice floe into a maximum of three ice 
types: thickest, second thickest, and third thickest. Each ice 
type has an associated stage of development (thickness) and 
partial concentration which combined sum up to the total con
centration of the floe. In this study, we use the average ice 
thickness of each floe by multiplying the ice thickness of 
each ice type with their respective partial concentration.

Prior to 1983, the CIS used a different method of estimating 
stages of ice growth that involved a larger (less precise) range 

for first-year ice (FYI). We follow the suggestion by Gal
braith, Chassé et al. (2022) to avoid underestimation of FYI 
thickness by using an average FYI thickness of 95 cm 
instead of the 60 cm recommended by the CIS. Also, SIT 
ranges for old ice, second-year ice, and multi-year ice 
(MYI) are not provided as the thicknesses for these ice 
types range widely, and very limited data exist on for the 
LS. Barber et al. (2018) measured MYI floes around the 
east coast of Newfoundland (south of the LS) and reported 
thicknesses of 5 m. In the Arctic around Nares Strait, mean 
thicknesses have been reported between 2.5 m (Dunbar, 
1973) to 5 m (Haas et al., 2010). We assign a conservative 
estimate of 2.5 m for each of these ice types on the LS. We 
also note that the CIS does not report stages of development 
for landfast ice, so we mask it out in our study by removing 
data at locations where the frequency of landfast ice presence 
is greater than 20%.

The CIS generates ice charts separately for a number of 
regions in Canada and coastal Labrador is partly included in 
both the Hudson Bay region (central and northern Labrador) 
and East Coast region (central and southern Labrador). 
Since our focus is on the northern coast (Nunatsiavut) we 
use the Hudson Bay charts. We rasterise Hudson Bay regional 
ice charts for the years 1979 to 2021 (inclusive) onto a 
1 km× 1 km grid. This provides a gridded spatiotemporal 
(1 km spatial resolution, approx. weekly temporal resolution) 
data set of SIC and SIT. We analyse a subset of the Hudson 
Bay region, using the “common boundary” (area which is 
common to the whole period; Canadian Ice Service, 2007) 
so that we only consider the northern Labrador coast (Nunat
siavut) and shelf (Fig. 1, black box).

The CIS ice charts only note ice melt using symbols for 
stage of melting (see Table 3.5 in Canadian Ice Service, 
2005). Stage of development can be interpreted as stage of 
ice growth and it remains at the winter max during the melt 
season. In our dataset this manifests as ice keeping its 
maximum thickness until it disappears (i.e. SIC reduces to 
0) at which point the SIT value switches to 0. For this 

TABLE 1. World Meteorological Organization (WMO) ice types (stage of 
development) and their conventional codes as depicted on the 
CIS chart products and associated thickness ranges.

Stage of 
development Code

Probable thickness range 
(cm)

Thickness used 
(cm)

New ice 1 <10 5
Grey ice 4 10–15 12.5
Grey-white ice 5 15–30 22.5
First-year ice 6 ≥30 95
Thin first-year ice 7 30–70 50
Medium first-year 

ice
1. 70–120 95

Thick first-year ice 4. >120 160
Old ice 7. – 250
Second-year ice 8. – 250
Multi-year ice 9. – 250

Note: Each code is converted to a single thickness value estimated from the 
midpoint of the associated thickness range. Thickness values for old ice, 
second-year ice, and multi-year ice were estimated from the literature.
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reason, we remove the melt phase and all ice-free months 
(defined as May 1 to November 30) from the dataset. Our ana
lyses on sea ice trends and variability thus only focusses on 
the growth phase (December 1 to January 31) and peak 
phase (February 1 to April 30) of the sea ice season. We refer
ence each ice season by the year of the peak months (e.g. the 
2010 season is December 1, 2009 to April 30, 2010). We refer 
to ice thickness (SIT) as the thickness of ice present (m) and 
mean ice thickness (H ) as the average thickness of ice over 
an area including contribution of open water (m). H is calcu
lated as the product of ice thickness and concentration 
(H = SIT × SIC). Both variables are important in sea ice 
physics: SIT governs thermodynamic processes (i.e. growth 
and melt), while H is key in mass conservation equations. 
We define sea ice area (SIA) as the total area of ice cover in 
the domain (not including open water) and sea ice volume 
(SIV) as the domain integrated product of SIA and SIT.

b Atmosphere and ocean state variables
We obtain hourly fields of atmospheric state variables at 1/4◦

resolution from 1979 to 2021 (2 m surface air temperature 
(SAT), eastward and northward components of 10 m winds, 
incoming surface longwave (thermal) radiation, incoming 
surface shortwave (solar) radiation and mean surface latent 
heat flux) from The European Centre for Medium-Range 
Weather Forecasts Reanalysis v5 (ERA5; Hersbach et al., 
2023). We also extract daily mean SAT data from 1980– 
2020 at Nain, NL (56.551◦N, 61.682◦W) from the Adjusted 
and Homogenized Canadian Climate Data (AHCCD) 
website (NAIN; ECCC, 2018). We obtain hourly fields of 
ocean state variables at 1/12◦ from 1993 to 2021 (sea 
surface temperature (SST) and eastward and northward com
ponents of surface currents) from The Copernicus Global 
1/12◦ Oceanic and Sea Ice GLORYS12 Reanalysis 
(GLORYS; Jean-Michel et al., 2021). We subset the ERA5 
and GLORYS data to 45◦N to 59◦N (latitude) and 60.5◦W 
to 45◦W (longitude). Annual North Atlantic Oscillation 
(NAO) indices are retrieved from Hurrell (2003) for the 
period 1980–2021. Monthly Arctic Oscillation (AO) and 
El-Niño Southern Oscillation (ENSO) indices are retrieved 
from the National Oceanic and Atmospheric Administration’s 
(NOAA) Climate Prediction Center (AO: https://www.cpc. 
ncep.noaa.gov/products/precip/CWlink/daily\_ao\_index/ao_ 
index.html, ENSO: https://www.cpc.ncep.noaa.gov/data/ 
indices/soi) and averaged annually over the period 1980– 
2021.

3 Methods
a Seasonal means, anomalies, and trends
We calculate seasonal means and anomalies and long-term 
trends from the weekly sea ice variables and hourly mean 
atmosphere and ocean state variables over the period 1980– 
2021 and separate each season into growth (December to 
January) and peak (February to April) phases. Since the fre
quency of the ice charts is not regular over time, we calculate 

weighted seasonal and phase means such that each month is 
weighted equally. We then subtract this climatology from 
the original data to obtain anomalies to represent deviations 
from a normal ice season. We calculate daily means and 
anomalies following the same treatment for the atmospheric 
and ocean state variables. We calculate linear trends using 
linear regression, and associated p-values which we show 
with each trend to indicate statistical significance. When 
reporting trends, a significant trend is one where p<0.05.

b Statistical methods
We use Empirical Orthogonal Function (EOF) analysis to 
identify the dominant spatiotemporal modes of variability of 
H on the LS during the period 1980–2021. EOF analysis 
essentially decomposes the dataset into a set of linearly inde
pendent modes, which are patterns of spatial variability mul
tiplied by time-varying principal components. Each mode is 
chosen to maximise variance; this method is most useful 
when a majority of the total variance in the original dataset 
is represented by relatively few modes (e.g. Davis, 1976, 
Appendix B). We seasonally average monthly anomalies of 
H and then detrend over the 41-year period, giving an 
annual timeseries for our EOF input. The output of the EOF 
is a set of n modes, where n is the number of rows (in our 
case these are seasons, so we get 41 modes), which are 
ordered by the fraction of total variance accounted for by 
each mode. Each mode comes with a spatial pattern (EOF 
pattern) which represents the spatial structure of that mode 
and a time series (principal component, PC) which represents 
how that structure varies in time. For display purposes, we 
normalise the PC time series to unit variance and re-scale 
the EOF patterns by the standard deviation of their respective 
PC time series. This allows us to interpret the EOF patterns 
roughly in the units of the source data (e.g. m for H ). To 
determine which modes of the EOF analysis are statistically 
significant, we use the “Rule N” method by Overland and 
Preisendorfer (1982).

We also examine the relationships between the dominant 
modes of variability and potential regional forcing. We corre
late (Pearson correlation) the PC time series for each mode 
with time series of detrended atmospheric and SST anomalies 
at each location. We then map this correlation for each com
bination of mode and forcing variable over our study region.

c Thermodynamic ice growth models
To investigate the role of local thermodynamic forcing on sea 
ice variability we implement two thermodynamic ice growth 
models. These models provide a good first-order approxi
mation of sea ice variability due to thermodynamic effects 
alone (i.e. ignoring dynamical and mechanical effects on ice 
growth due to convergence or the formation of ridges and 
keels).

The first model is an empirical model based on freezing 
degree days (FDD) which assumes that ice growth is only a 
function of air temperature (Ta). For days where Ta is less 
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than the freezing temperature Tf , SIT = 1.33θ0.58 (Lebedev, 
1938), where θ =

�t
0 (Tf − Ta) dt is the cumulative freezing 

degree days (in ◦C days). There are two problems with this 
model: (1) ice thickness in categories above FYI in the 
CISDA are based on an FDD model itself, and (2) it does 
not account for the complete physics (i.e. the full thermodyn
amic balance). To address these problems, we introduce a 
second model, referred to here as the heat flux model 
(HFM), which is a physical model based on a heat flux 
balance. In this model, SIT is estimated using a 1-layer heat 
flux balance adapted from Semtner (1976). We calculate the 
rate of ice growth, ∂SIT

∂t , from the following conditional 
expression:

∂SIT
∂t
=

− 1
Li

ki
Ts− Tb

H +Fw
( 􏼁

Ts , Tm

− 1
Li

((1 − α)FinSW+FnetLW+Fsens+Flh+Fw) Ts = Tm

􏼨

(1) 

where Li is the latent heat of fusion for sea ice 
(300× 106 J m− 3; Semtner, 1976), Ts and Tb are the ice temp
eratures at the ice surface and bottom (K), Tm is the sea ice 
melting point (0◦C), α is the temperature-dependent ice 
surface albedo (0.8 for bare ice, 0.5 for melting ice; Goosse 
et al., 2000), ki is the sea ice heat conductivity 
(2.03 Wm− 1K− 1; Semtner, 1976). The heat flux terms (F) 
are positive into the ice and have units W m− 2. At the ice 
surface, FinSW is the downward shortwave radiation, FnetLW 

is the net longwave radiation, Fsens is the sensible heat flux, 
Flh is the turbulent latent heat flux and at the bottom Fw is 
the ocean heat flux. Incoming longwave (FinLW), incoming 
shortwave (FinSW), and Flh are directly taken from ERA5 
and Fsens is calculated from 10 m wind speeds and SAT (see 
Appendix A). FnetLW is calculated from FinLW − FoutLW 

where we assume the sea ice to behave as a perfect black 
body such that FoutLW = σT4

s with σ the Stefan-Boltzmann 
constant, and FnetSW = (1 − α)FinSW. We fix Tb to the freezing 
point of seawater (− 1.8◦C). By doing so we have ignored the 
effects of the atmosphere cooling the ocean to its freezing 
point before the ice season, which would require a more 
complex model to resolve. The forcings are spatially averaged 
such that the inputs and outputs are one-dimensional time 
series. We ignore the snow layer and so the ice surface 
always corresponds to the ice-atmosphere interface. We 
solve the model using the standard Euler-backward scheme 
in the programming language of Python. For a complete 
model description and details on the setup, see Appendix 
A. Finally, we convert the solutions of the FDD model and 
the HFM to seasonal anomalies to match the sea ice (PC) 
time series.

Our model forcing data, ERA5, is a from a model that 
assimilates sea ice data. To address this issue, we run the 
FDD model using NAIN SAT, which is an independent 

data source, then compare these results to the FDD model 
using ERA5 SAT. We will show in Section 2 that the two 
data sources yield statistically indistinguishable results, and 
thus the forcing data used in our models are not driven by 
the presence or absence of sea ice.

The HFM takes in the ocean temperature (Tw) and the 
ocean heat flux (Fw) as free parameters. There are no direct 
measurements of Fw on the LS, but Wettlaufer (1991) 
observed values between 0–37 Wm− 2 in Fram Strait and 
Yao et al. (2000) estimated values around 30 Wm− 2 during 
ice melt on the LS. 4 Wm− 2 is typically used for the central 
Arctic (Wagner & Eisenman, 2015). Since our season does 
not include the warm melting months, we model ice growth 
with upper limit of 20 Wm− 2 and a lower limit of 0 Wm− 2.

The occurrence of ice on the Labrador Shelf arises from a 
combination of local growth and non-local advection into the 
domain. Advected ice can also grow thermodynamically 
immediately upstream (i.e. northern Labrador Sea) and/or 
could be advected in from still further upstream (e.g. Baffin 
Bay, Arctic Ocean). To evaluate local versus remote thermo
dynamic forcing, we use ice growth models under two scen
arios. In Case 1, ice grows from an initial zero thickness 
throughout the season, with forcing applied over a larger 
domain that extends north to Davis Strait (domain displayed 
in Fig. 7). In this case we model ice growth that occurs 
upstream and along the path to the Labrador Shelf (LS). In 
Case 2, ice is initialised with a prescribed initial thickness 
(H0) and is forced only with local conditions on the LS 
(domain displayed in Fig. 2). H0 is assumed to be the thick
ness of ice that is advected into the domain and is based on 
monthly climatology (2016–2020) of ice thickness exports 
across Davis Strait (Howell et al., 2024). This isolates local 
thermodynamic effects to estimate ice growth while on the 
LS only. Mean ice drift speeds on the LS range from 10–50  
cm/s (Peterson & Symonds, 1988), giving transit times 
between 19 and 97 days (median 39 days) along its 837 km 
length. For Case 2, we run the model from December 1 to 
April 30 with a 1-day timestep for transit times of 19, 39, 
and 97 days. Ice growth on the LS, ΔSIT, is calculated as 
the model thickness at the end of the integration time minus 
H0, providing growth estimates as a function of transit time.

4 Seasonal climatology and long-term trends

The sea ice season on the LS typically starts in early Decem
ber and ends in late June. It begins with landfast ice consoli
dating relatively quickly along the coast and new ice 
beginning to appear over the shelf (Fig. 33 in Canadian 
Coast Guard, 2022 and Fig. 7 in Cyr et al., 2024b). For the 
rest of the winter, pack ice covers the shelf and is made up 
of predominately FYI, with a small fraction of old ice floes 
and icebergs embedded within the main pack. An equilibrium 
ice edge forms each year and coincides with the thermohaline 
front along the edge of the shelf, and the frequency of ice pres
ence drops east of this edge (Fig. 2a,b; it should be noted that 
the gradient in this transition zone is a consequence of 
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averaging the gridded data, but in the individual, weekly CIS 
ice charts the transition is actually quite sharp). When ice is 
present, it is typically thinnest along the shelf edge (Fig. 2f) 
and thickest over the northern half of the shelf. During the 
peak phase, the shelf is nearly 100% ice-covered (Fig. 2b), 
with notable exceptions being a polynya off the far north 
coast (≏60◦N) and some evidence of flaw leads along the 
edge of the landfast ice.

The domain averaged variables exhibit distinct seasonal pat
terns, with SIA peaking in February and remaining constant, 
while SIT and SIV continue to increase throughout the ice 
season (Fig. 3). The climatology of seasonal SIV is consistent 
with what Cyr et al. (2024b) reported (see Fig. 10 of their 
report). The spreads, measured between the 20th and 80th per
centiles, indicate that the variances of the variables are out of 
phase (Fig. 3, shading). While the spread is largest in the 
growth phase for area, it peaks in the peak phase for SIT and 
SIV. The spreads also reach their maximum at different 
times: in January for SIA (97× 103 km2), in February for SIT 
(0.35 m) and in April for SIV (105 km3).

Time series of phase-averaged SIT, SIA, and SIV anomalies 
display significant year-to-year variability as well as a notable 
downward trend (Fig. 4 and Table 2). Seasonal maximums of 
SIV and SIA have been reported in Cyr et al. (2024a, Fig. 11) 
to be 60–250 km3 and 70× 103 − 200× 103 km2 on the 
northern Labrador Shelf over the same time period. Normalized 
trends (trends normalised by their standard deviation) indicate 
that the variables are decreasing at a similar rate over time, with 
SIT and SIA decreasing faster than SIV (Table 2). Detrended 
anomalies (not shown) show clear signals of decadal variabil
ity, with notable SIV minimums in 1989 and 2011 in the 
growth phase and 1982, 1997 and 2021 in the peak phase. 
Cyr et al. (2024b) reported seasonal average SIV minimums 
on the northern Labrador Shelf in 2011 and 2021. The variabil
ity is larger in the peak phase for SIV (standard deviation: 
63 km3), SIT (0.19 m), and SIA (47× 103 km2) compared to 
the growth phase (13 km3, 0.10 m, 44× 103 km2).

The linear trends for all variables calculated per pixel indi
cate that the amount of sea ice is not obviously decreasing 
everywhere on the LS (Fig. 5). Negative trends appear over 
almost the whole domain except for a strip adjacent to the land
fast ice zone, but the trends on the shelf are relatively small and 
mostly not statistically significant. The strongest and only stat
istically significant trends in H (approx. − 1 cm/year; Fig. 5d) 

appear along and to the east of the shelf edge during the 
peak phase. This region is not typically associated with 
heavy ice conditions, but these trends may indicate that 
there is a reduction of SIV at this location. SIT is decreasing 
over most of the shelf, especially in the peak phase (approx. 
−1 cm/year; Fig. 5f), suggesting that ice that enters the LS is 
thinning. Stronger and statistically significant negative 
trends along the MIZ zone for SIC (approx. −1%/year; 
Fig. 5a,b) indicate a reduction of ice cover eastward from 
the shelf edge.

5 Physical drivers of sea ice trends and variability
a Dominant modes of variability
We decompose detrended H anomalies into a set of statisti
cally orthogonal modes of variability using an EOF analysis. 
Based on the “Rule N” test (Overland & Preisendorfer, 1982), 
the first four modes are statistically significant. We focus on 
Modes 1 and 2, which together explain 67.8% of the total var
iance in the dataset, while Modes ≥3 account for < 7.3% each. 
The most apparent difference between the first two modes is 
the monopole structure of Mode 1 versus the dipole structure 
of Mode 2 (Fig. 6a,c). Mode 1 (52.6%) corresponds to a 
monopole of anomalies of the same sign over nearly the 
entire domain which suggests that the associated forcing 
anomalies would be large in scale relative to the spatial 
scale of the LS. The entire northern end of the domain is 
dominated by relatively large anomalies with decreasing mag
nitudes towards the east and south. The largest anomalies are 
centred at the middle of the domain (Fig. 6a), resembling the 
climatology (Fig. 2b). Here, a PC mode value of ± 1 (e.g. 
2021 = −1.04) corresponds to roughly ± 0.16 m and decreases 
to ± 0.05 m at the southern end (Fig. 6b).

Mode 2 (15.2%) is a spatially asymmetric mode with 
different signs between nearshore/shelf and offshore regions 
(Fig. 6c). The poles are located in the northeast (NE) and 
southwest (SW) corners of the domain with the zero axis 
centred along the shelf edge. The maximum magnitude of 
this mode is less than that of Mode 1, which is roughly ± 
0.11 m at the SW pole axis for a PC mode value of ± 1 (e.g. 
2013 = 1.0). Over the rest of the shelf and the offshore 
region, the magnitudes are around ± 0.05 m.

The PC time series of Modes 1 (PC-1) and 2 (PC-2) both 
exhibit strong interannual variability and some decadal and 
multi-decadal variability. For example, PC-1 switches from 
a negative phase between 1998 and 2007 to a positive phase 
between 2007 and 2017, and PC-2 is in a negative phase 
between 1984 to 1997 and then a positive phase between 
1997 and 2015 (Fig. 6b,d, red line). In many years, the 
signs of the sea ice anomalies on the shelf are opposite 
between the two modes (e.g. between 1998 and 2007, PC-1 
anomalies are dominantly negative whereas PC-2 anomalies 
are dominantly positive). Power spectra for PC-1 and PC-2 
(not shown) show that both modes have frequency peaks con
centrated in the interannual band (between 0–5 years), with 
more variance in Mode 2. However, there are no statistically 

TABLE 2. Trends of domain-averaged sea ice volume (SIV), thickness 
(SIT), and area (SIA) over the full-time period (1980–2021) from 
observations and derived from the heat flux model (HFM).

Phase
Volume 

(km3/year)
Thickness 

(10− 2 m/year)
Area 

(103 km2/year)

Growth −0.2 (−0.017) −0.36 (−0.037) −1.60 (−0.037)
Peak −1.2 (−0.019) −0.68 (−0.036) −1.46 (−0.031)
Season −0.4 (−0.013) −0.29 (−0.021) −1.12 (−0.27)
HFM −1.2 (−0.025) −0.23 (−0.036)

Note: Normalized trends are reported in brackets. All trends are statistically 
significant (p<0.05)
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significant peaks (at the 5% confidence level, calculated based 
on Mitchell et al., 1966) in either mode. Therefore, we cannot 
determine a clear or dominant frequency component in either 
of the PC time series; although, it is clear that both time series 
exhibit variations on interannual to decadal time scales. 
Lagged autocorrelations (not shown) for both modes are 
weak (|r| , 0.3) and not statistically significant at the 5% 
confidence level at all non-zero lags, so we do not have evi
dence of any persistence in either time series.

b Role of thermodynamic forcing
1 SPATIAL CORRELATIONS WITH AIR TEMPERATURE 

ANOMALIES

To determine the potential physical drivers associated with 
each mode, we correlate PC-1 and PC-2 with possible 
forcing variables (SAT, SST, wind stress and surface 

currents) for each pixel in the whole domain. Only the corre
lations with SAT exhibit sizeable area with statistical signifi
cance at the 5% confidence level. We compute lagged 
correlations (− 2, − 1, 0, 1, 2 months) between ERA5 SAT 
and PC time series. A lag of − 1 correlates seasonally aver
aged temperature anomalies from November to March with 
the ice data from December to April. Negative lags consist
ently show stronger correlations than positive lags for both 
modes, suggesting that SAT has a lagged influence on sea 
ice. Note that the differences in correlations for each lag are 
small (≤ O(10− 1)). The following results are for lag − 1.

Strong negative correlations between SAT and Mode 1 at 
lag − 1 are evident across the entire domain (Fig. 7a). This 
indicates that rising air temperatures correspond to a reduction 
in H. The boundaries of these correlation maps are larger than 
the sea ice domain to capture correlations with SAT 
anomalies further north (upstream). In contrast, for Mode 2, 
the correlations are generally positive and weaker, except 
east of the shelf edge (Fig. 7b). Correlations with both 
modes are statistically significant at the 5% confidence level 
at all grid cells.

2 LOCAL VERSUS REMOTE FORCING

We further investigate thermodynamic-driven variability 
using a set of ice growth models. Despite the statistically sig
nificant correlations between SAT and PC-2, the dipole 
pattern of Mode 2 suggests that sea ice anomalies forced by 
domain-averaged SAT would result in patterns of a single 
sign (monopole) and thus be unrelatable to Mode 2. We there
fore only test our models against Mode 1. Studying the 
relationship between ERA5 variables and sea ice may be 
biased since sea ice is assimilated into the ERA5 model 
(this is also the case for the correlation maps, Fig. 7). To 
test whether ERA5 variables are strongly constrained by the 
presence/absence of ice, we apply the FDD model using 
NAIN SAT (an independent data source which does not 
involve the assimilation of sea ice data). All ice growth 
models are applied in two cases (details in Section c). We 
then multiply modelled SIT with SIC to calculate seasonally 
averaged H anomalies (December 1 to April 30; Fig. 8a,b). 
In both cases, the FDD models using ERA5 and NAIN SAT 
produce statistically indistinguishable results for H anomalies 
(r = 0.96, p<0.05), so the presence/absence of ice does not 
affect the ERA5 variables and either data source can be 
used for these models.

We present a total of four model outputs (Fig. 8, colored 
lines): FDD with NAIN SAT, FDD with ERA5 SAT, HFM 
with ERA5 forcing and Fw = 0 Wm− 2 and HFM with 
ERA5 forcing and Fw = 20 Wm− 2. PC-1 is strongly corre
lated with H from each model output when averaged across 
transit times (0.60 , r , 0.71). The composite mean thick
ness (average across models and transit times) correlates 
with PC-1 at 0.69 in Case 1 and 0.70 in Case 2, while corre
lations with total observations are slightly higher at 0.75 and 
0.76. These results indicate that thermodynamic effects 

Fig. 2 Seasonal climatology of sea ice along the northern Labrador coast and 
shelf. Shown are climatological sea ice (a,b) concentration (SIC), (c,d) 
mean thickness (H ) and (e,f) thickness of ice present (SIT) for (a, c, e) 
the ice growth phase (December and January) and (b, d, f) the peak ice 
phase (February to April). White lines depict the 1000 and 2000 m iso
baths. The grey hatched area represents the landfast ice zone which is 
masked out for SIT and H in this study.
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(growth and melt) explain a substantial fraction of the total 
variance in the first EOF mode, with average r2 values 
showing that ≏50% of the variance is accounted for in both 
cases.

Since the local and remote thermodynamic anomalies are 
physically coupled, the similarity in r-values is not surprising. 
However, to assess the relative contributions of remote versus 

local effects, we calculate the ratios of local ice growth 
(ΔSIT) to initial ice thickness (H0) at each month, and 
average these ratios across each season. The results show 
that ice can grow 20–100% thicker than its initial thickness 
during transit, with a mean growth of ≏50% (Fig. 8c). We 
note that we did not factor in transit times along the ≏600  
km distance from where H0 is measured to the northern 

Fig. 3 Seasonal cycle of sea ice volume (SIV; black), thickness (SIT; red), and area (SIA; blue) for the period 1980–2021. The annual mean is represented by a 
solid line with shading between the 20th and 80th percentiles. The vertical dashed line separates the growth phase and the peak phase.

Fig. 4 Phase averaged anomalies of sea ice volume (SIV), thickness (SIT), and area (SIA). (a) Growth phase. (b) Peak phase. The variables are spatially averaged 
over the study domain with phase means removed to represent anomalies over the period 1980–2021.
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edge of the LS. If we assume ice drifts at a relatively constant 
speed from Davis Strait to the LS, then about 2/3 of the ice 
growth we modelled in Case 2 would have occurred over 
this stretch, meaning that the average ice floe reaches most 
of its maximum thickness before it arrives on the LS. 
Overall, our findings highlight the significant role of thermo
dynamic forcing but reveal that the majority of sea ice varia
bility is driven by thermodynamic anomalies upstream (i.e. in 
the source region), while local (i.e. LS-scale) forcing plays a 
non-negligible, but smaller role in the growth and peak stages 
of the ice season. We also correlate annual NAO, AO, and 
ENSO indices with PC-1 and PC-2 (not shown). However, 
no correlations were significant at the 5% confidence level 
(p>0.05 in all cases).

Through a set of five model experiments, we examine the 
relative roles of each flux term from the heat flux model on 
SIT in Case 1. In each experiment a specific heat flux term 
is removed from the model forcing. Consider the total heat 
flux to be FT =

􏽐N
i Fi, where Fi represents the various flux 

terms (e.g. sensible heat flux, latent heat flux…see Eq. (1)). 
The solution with all forcing included is H(FT) (Fig. 9a). In 
our experiments where we remove a specific heat flux term 
Fi the solution is denoted H(FT − Fi). The difference 
between these solutions and the complete solution, 
ΔSIT = H(FT) − H(FT − Fi), represents the effect of each 
heat flux term on SIT (Fig. 9b). The standard deviation of 
these difference time series (Fig. 9c) indicate that the model 
is most sensitive to the effects of sensible heat (Fsens) and 
net longwave radiation (FnetLW). Shortwave radiation (FSW) 
plays a secondary role. Ice-water heat flux (Fw; here set to 
4 Wm− 2) is weakly important and latent heat flux (Flh) is neg
ligible. Since Fsens and FnetLW are both physically linked with 
SAT (sensible heat through turbulent exchange across the ice 
surface and longwave radiation through the Stefan-Boltzmann 
law), this result suggests that the heat flux model largely rep
resents the thermodynamic growth and melt effects of SAT 
anomalies between the source region and the LS.

The observed seasonal trends of SIV and SIT are noticeably 
similar to the trends calculated from the heat flux model 
(Table 2). Notably, the heat flux model appears to best rep
resent the trend in SIV in the peak phase and SIT in the 
growth phase. This result suggests that a large part of the 
observed trend is attributed to thermodynamic forcing, and 
the heat flux model can reconstruct not only the total variabil
ity but also the long-term trend of observed SIV and SIT.

c Physical drivers of mode 2
The drivers of Mode 2 (12.9%) remain puzzling, as we did not 
find any significant correlation with individual external 
forcing variables. The positive correlation between SAT and 
Mode 2 is not thermodynamically plausible (or does not rep
resent a physical mode), so we investigate a possible dynami
cal mechanism. We investigate the coupled effects of 
advection by currents and wind drift. We seasonally average 
ERA5 winds and GLORYS currents, excluding the melt and 

ice-free months to match the CIS timeseries (December 1 to 
April 30). Winds are spatially averaged over the Labrador 
Shelf (Fig. 1, black box) and westerly wind strength is 
derived from the u-component of wind velocity, with strong 
westerlies defined as values above the climatological mean 
and weak westerlies defined as values below the mean. LC 
speed is calculated using the v-component of current vel
ocities along a cross-shelf transect at 59◦N (61.6◦W to 
59.2◦W). Strong and weak LC speeds are similarly defined 
as speeds above and below the climatological mean. We 
then identify time periods for all combinations of weak or 
strong LC and westerlies. SIC anomalies are averaged over 
each time period to reconstruct spatial anomaly maps for 
each scenario (Fig. 10). Regardless of LC strength, westerlies 
appear to be associated with SIC anomalies: strong westerlies 
drive positive SIC anomalies on the LS, while weak westerlies 
drive negative SIC anomalies. However, the effect of the 

Fig. 5 Sea ice trends by variable and seasonal phase. Linear trends are 
shown for sea ice (a,b) concentration (SIC), (c,d) mean thickness 
(H ) and (e,f) thickness of ice present (SIT) for the (a,c,e) growth 
phase and the (b,d,f) peak phase. Dots represent trends not signifi
cant at the 5% significant level. The grey hatched area represents 
the landfast ice zone which is masked out for SIT and H in this study.
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westerlies is more pronounced during a strong LC (Fig. 10a,b) 
than during a weak LC (Fig. 10c,d). This result suggests that 
there may be some coupled effect between ocean current and 
wind strength linked to the competing effect between westerly 
winds and the LC. Additionally, it may be possible to link 
local wind patterns influencing SIC anomalies to regional 
climate patterns such as the Icelandic Low and Labrador 
Sea-Baffin Bay ocean circulation. A more comprehensive 
dynamical model is needed to further investigate these poten
tial ocean–atmosphere interactions linked to Mode 2.

6 Discussion
a Strengths and limitations of the thermodynamic ice 
growth models
Research efforts are becoming more and more reliant on state- 
of-the-art climate models (e.g. Global Climate Models) to 
study sea ice trends and variability. However, there is still 
no reliable sea ice forecasting product for the Labrador 
Shelf region. It has been shown that ice model skills to simu
late the mean state is not correlated to model complexity 
(Massonnet et al., 2018), and simple models like the heat 
flux model presented here are an effective tool to isolate 
different physical processes governing sea ice conditions. In 
our study we have shown that the majority of the total sea 

ice variability can be reconstructed if a few thermodynamic 
terms are known, even without considering mechanical 
(dynamic) mechanisms.

As with all models, the performance of the heat flux model 
is limited by the lack of in-situ data to validate the models, 
perhaps most importantly snow cover (Turnbull & Taylor, 
2018). Consequently we must apply it under assumptions 
that do not accurately represent conditions on the LS. Ignor
ing the effects of snow and assuming seasonally constant 
ocean-ice heat flux are relatively large assumptions that 
could considerably affect how ice thickness variations are 
estimated. Also, since the CIS charts are not a sea ice thick
ness product, the thickness values are not entirely reliable. 
We show from a separate EOF analysis on SIC (not shown) 
that the EOF patterns look very similar to that of H. Thus, 
SIT and SIC are not thermodynamically independent, and so 
both thermodynamic models are highly correlated with each 
variable separately (not shown) and their product (H ). In 
other words, our results hold true even if we ignore SIT 
because the variations in SIT are reflected in those of SIC.

To first order, the results shown here provide a good rep
resentation of the significant role of air temperature in 
driving sea ice variations. In addition, we have shown that 
this variability is mostly related to remote forcing, but there 
is still a significant role at the the local scale. This last point 

Fig. 6 Dominant modes of variability of mean ice thickness (H ). Modes are shown as Empirical Orthogonal Function (EOF) patterns (left) and associated prin
cipal component (PC) time series (right; black line) of H for Mode 1 (top) and Mode 2 (bottom). 10-year running means of the PC time series are plotted 
with a red line. Each mode’s percent variance explained is displayed in the upper right corner of the PC times series. The white lines on the maps represent 
the 1000 m and 2000 m isobaths. The grey hatched area represents the landfast ice zone which is masked out for ice thickness (SIT) and H in this study.
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is consistent with that of Symonds (1986) who reported that 
ice growth of 1 cm/day can be sustained at 55◦N. Also, Yao 
et al. (2000) modelled up to 1 m of ice growth along the 
inner shelf, with net melt up to 2 m along the outer shelf. 
We also note that since air temperature anomalies are very 
large in spatial scale, it is difficult to quantify exactly how 
much of the variability is influenced by local versus remote 
forcing in this study. Also, since ice floes reach most of 
their maximum thickness before it arrives on the LS, local 
thermodynamic effects are likely more important in the melt 
stage, which we have ignored here due to limitations in the 
dataset (described in Section 2a).

b Comparisons to the Arctic
Our results illustrate a common, overarching connection 
between the Arctic Ocean and the Labrador Shelf: sea ice 
changes are driven by a warming atmosphere. We have 
shown that a large part of sea ice variability on the LS is 
driven by air temperature anomalies. The long-term trends 
of sea ice volume and thickness are also driven by local ther
modynamics, which is consistent with observations in the 
Arctic (Cai, Beletsky et al., 2021; Cai, Wang et al., 2021). 
Rapid anthropogenic warming has led to a significant 
decline in Arctic sea ice extent and thickness and increased 
number of anomalous ice seasons for Arctic coastal 

communities (Meier & Stroeve, 2022). Many of these com
munities have reported thinning landfast ice conditions 
(Laidler et al., 2009), and Cooley et al. (2020) found 
reductions in landfast duration across nearly all 28 Arctic 
communities in their study (their study did not include Nunat
siavut). We presume that the landfast ice is a distinctly unique 
system from the pack ice on the LS and therefore deserves a 
different treatment in a separate, future study.

We did a separate EOF analysis on H using SIT from the 
thickest category of the CISDA only (not shown), which pre
sented very similar EOF patterns compared to average H for 
the first two modes. The first mode from this analysis is 
more strongly correlated with local air temperature anomalies 
everywhere in the domain and both of the thermodynamic ice 
growth models (FDD: 0.88; heat flux model: 0.87, p<0.05). 
This result suggests that the thickest ice types in the region, 
which largely consist of MYI and old ice floes from the 
Arctic, are more thermodynamically driven than the thinner 
ice types, which are mostly locally formed.

7 Conclusion

There has been a dramatic loss of sea ice in the Arctic over the 
past four decades, but this does not appear to be the case on 
the Labrador Shelf. However, the growing unpredictability 
of year-to-year variations in sea ice conditions and associated 

Fig. 7 Correlation maps for the principal components (PCs) and 2 m air temperature (SAT). Shown are lag − 1 correlations between (a) Mode 1 and (b) Mode 2 
with SAT. The PC time series lag SAT by one month (seasonally averaged SAT anomalies from November to March correlated with the ice data from 
December to April). The landfast ice zone and the offshelf zone with climatologically rare ice presence are masked out with grey hatches.
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Fig. 8 Results from the ice growth models. Normalized PC-1 (dashed line) and modelled mean ice thickness (H ) anomalies are plotted for (a) Case 1 and (b) Case 
2. The ratios of ice growth on the LS (ΔSIT) to the initial thickness (H0) for Case 2 are shown in (c). The colored lines represent different models: heat flux 
model (HFM) with Fw = 0 Wm− 2 (red line), HFM with Fw = 20 Wm− 2 (purple line), the freezing degree day (FDD) model forced with air temperature 
(SAT) from ERA5 (blue line) and NAIN (Green line). In (b) and (c), the shading represents the range across the three transit times (19, 39, and 97 days), 
and the solid colored lines are the mean. The black solid line is the composite mean across all models and the grey line is domain-averaged H from the CIS 
charts.

Fig. 9 Heat flux model for sea ice thickness including the role of each heat flux term. Each time series in (b) represents the difference in sea ice thickness (ΔSIT) 
between the model run with all forcing variables (solid line in (a)) and a model run with one flux term removed, indicated in the legend. Standard devi
ations of each time series in (b) is shown in (c).
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extremes are raising concern for the regional ecosystems 
(Greene et al., 2012) and coastal communities who rely on 
the integrity of the ice each year. Based on 41 years of 
Canadian Ice Service sea ice charts, sea ice on the northern 
Labrador coast and shelf has a consistent but small downward 
trend. The most notable trends for ice thickness, mean ice 
thickness and concentration appear in and east of the Marginal 
Ice Zone during the peak phase, suggesting a reduction in ice 
cover eastward from the shelf edge. Our EOF analysis 
revealed that 67.8% of the total variability of mean ice 
thickness can be explained by the first two EOF modes. The 
leading mode (Mode 1) accounts for 52.6% of the variability 
and is the largest, single physically independent mode. Our 

results suggest that over the growth and peak stages of the 
sea ice season, remote air temperature anomalies upstream 
of the Labrador Shelf are the primary drivers of sea ice 
variability and trends on the shelf. A smaller, but non-negli
gible fraction of the variability is associated with local 
(i.e. shelf-scale) air temperature anomalies. Additionally, a 
large fraction of mean ice thickness variability can be recon
structed using simple thermodynamic ice growth models. 
Mode 2 (12.9%) has a spatial dipole pattern separating on- 
and off- shelf regions, which may be linked to coupled 
effects between ocean currents and wind drift. Under a con
tinuously warming climate, we anticipate more intense 
extreme ice seasons. Although the spatial scale in this study 
is too large to be directly meaningful for communities, 
adding this larger-scale perspective of the region is a necess
ary contribution to conducting future work at community-rel
evant scales, which is more pressing than ever as residents in 
the Arctic and sub-Arctic zones are the most vulnerable to 
future climate change.
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Appendix A Heat Flux Model
The heat flux model presented in this paper is largely based on 
the one-dimensional model presented in Semtner (1976, here
after referred to as SEM), which in turn is based on the 
model presented in Maykut and Untersteiner (1969). The 
model accounts for heat fluxes at the ice-atmosphere interface 
and heat fluxes from the surface ocean through the ice slab. 
The sea ice vertical temperature profile and thickness of the 
ice slab are governed by the one-dimensional heat equation 
as per SEM:

(ρc)i
∂Ti

∂t
= ki

∂2Ti

∂z2
=
∂Fc

∂z
(A1) 

where (ρc)i is the volumetric heat capacity of ice, Ti is the ice 
temperature (K), t is time (seconds), ki is the thermal conduc
tivity of ice, Fc is the conductive flux within the ice (Wm− 2), 
and z is the depth in the ice slab (m; positive upwards) with z  
= 0 defined at the ice surface. For reasonably thin ice, the 
temperature profile inside the slab is assumed to be linear 
(Maykut, 1986). Therefore,

Fc = − ki
∂T
∂z
= − ki

Ts − Tb

SIT
(A2) 

where Ts and Tb are the temperatures at the ice surface and 
bottom, respectively, and SIT is the ice thickness. Tb is fixed 

at the freezing point of seawater (− 1.8◦C), and Ts is free to 
evolve and must be solved using a surface heat flux balance. 
At the surface, the heat balance is

(1 − α)FinSW + FnetLW + Fsens + Flh + Fc = 0 (A3) 

where α is the ice surface temperature-dependent albedo (0.8 
for bare ice, 0.5 for melting ice; Goosse et al., 2000), and 
the heat fluxes (F, Wm− 2) are: FinSW the downward shortwave 
radiation at the ice surface, FnetLW the net longwave radiation 
at the ice surface, Fsens the sensible heat flux at the ice surface, 
and Flh the net latent heat flux due to sublimation at the ice 
surface. External fluxes are positive towards the ice and heat 
fluxes inside the ice (Fc) are positive upward. The net long
wave radiation can be expressed as incoming (FLW) minus out
going longwave radiation: FnetLW = FLW − σT4

s with σ the 
Stefan-Boltzmann constant. The outgoing longwave radiation 
is parametrised as a simple blackbody. The sensible heat flux 
is parametrised as a function of the wind speed, Uwd, 
Fsens = ρacp,acshUwd(Ta − Ts) where ρa is the air density, cp,a 

the air specific heat capacity and csh the transfer coefficient. 
Equation (A3) can then be written as

(1 − α)FinSW + FLW − σT4
s + ρac p,acshUwd(Ta − Ts)

+ Flh

= ki
Ts − Tb

SIT
(A4) 

which can be rearranged as a 4th order polynomial of the 
surface temperature Ts. A polynomial study shows that there 
are only two real roots, of which only one of them can be posi
tive (when using Kelvin units) and thus physical.

At the ice bottom, the heat balance is between the oceanic heat 
flux and conductive heat flux:

∂SIT
∂t

􏼌
􏼌
􏼌
􏼌
bot
=

1
Li

(Fc − Fw) = −
1
Li

ki
Ts − Tb

SIT
− Fw

􏼒 􏼓

(A5) 

where Li is the sea ice latent heat capacity (J m− 3), ∂SIT
∂t |bot the ice 

growth rate at the bottom, and Fw the oceanic heat flux. The 
boundary conditions for Eqs. (A1) and (A2) ensure that any 
imbalance at the surface or bottom causes the ice thickness to 
change. At the surface, melting occurs if Ts is greater than or 
equal to the melting point of sea ice (Tm = 0◦C). So we must 
add a melting term, − Li

∂SIT
∂t |top, to the right side of Eq. (A4). If 

Ts , Tm, then ∂SIT
∂t |top = 0 as we cannot have ice growth at the 

surface. At the bottom, any imbalance in Eq. (A5) will lead to 
growth or melt. Also, since Fc is constant, then the conductive 
flux term at the ice-ocean boundary is the same as the conductive 
heat flux at the ice-air boundary. The total ice growth-melt rate is 
the sum of the surface melt and the bottom growth-melt, as 
described by the following equation

∂SIT
∂t
=
∂SIT
∂t

􏼌
􏼌
􏼌
􏼌
top
+
∂SIT
∂t

􏼌
􏼌
􏼌
􏼌
bot

(A6) 

From this equation, we obtain the following conditional 
expression which we use to solve for the ice growth at each 
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time step:

∂SIT
∂t
=

− 1
Li

ki
Ts− Tb

SIT + Fw
( 􏼁

Ts , Tm

− 1
Li

((1 − α)FSW + FLW − σT4
s

+ρac p,acshUwd(Ta − Ts)+ Flh + Fw) Ts = Tm

⎧
⎪⎨

⎪⎩

(A7) 

We solve the model using the standard Euler-backward scheme 
in the programming language of Python. We use an hourly 
time step Δt from 1979 September 1 00:00:00 UTC to 2021 

May 1 00:00:00 UTC 2021 with an initial thickness (SIT|t=0) 
of 0.01 m and ice surface temperature (Ts|t=0) of − 10◦C. Our 
input forcings are hourly variables from ERA5 (FLW, FSW, Flh, 
Uwd). We also implement the following conditions to ensure 
the numerical solution is always physical. Ice thickness can 
never be negative, so if SIT(t) = 0 and ∂SIT

∂t (t) , 0, then we set 
∂SIT
∂t (t) = 0. Every year, SIT is reset to the initial condition for 

all days in August. This ensures that the modelled ice season rep
resents the LS ice season which does not have ice year-round 
(otherwise, if the ice never fully melted during the summer, the 
initial thickness for the following season would be too thick).
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